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FUNDAMENTALS OF COMPUTk-_.TEC._O!OC-Y

The hardware and operating principles of general-purpose

and special-purpose digital computers are described in

great detail, with emphasis on large USSR computers of the

Ural, Strela, Minsk, Dnpr, and BESM type. All stages of

programming, writing, reading, converting, coding, storing,

and controlling are explained, including the underlying
physical, electronic, and mathematical principles. Numer-

ous wiring diagrams, timing charts, block diagrams, hyste-

resis loops, and programming samples are given, and merit

comparisons of different types of functional blocks are
made.

(The translator)

This book presents the design principles of electronic

computers and discusses the fundamentals of preparing prob-

lems for solution on computers (elements of programming).

The material on elements, assemblies, and individual units

of the computers has been considerably updated over the
first edition, and the terminology and symbols have also
been revised.

The book is intended for officers studying digital

computers. It may also be helpful to engineers and tech-

nologists whose work involves digital computers.

(The author)

* Numbers in the margin indicate pagination in the original foreign text.
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This book presents the principles of design and operation of electronic

digital computers and of the preparation of problems for solution on such ma-

c_es,

Chapter I is devoted to the arithmetic and logic principles of the com-

puter, Chapters II-VII directly to computer design, and Chapter VIII to the

preparation of problems for computer solution.

The book has been written by a collective of authors, consisting of Candi-

dates in Technical Sciences, Instructors Ye.A.Drozdov (Chapters V, VI, VII),

V.I.Prokhorov (Introduction, Chapters I, II, and VIII) and A.P.Pyatibratov

(Chapters III and IV).

From Soviet and foreign sources we have attempted to review, as fully as

possible, some electronic digital computers, with special reference to the
construction of their units and building blocks from modern miniature elements:

semiconductor diodes and triodes, and ferrite cores.

The theoretical level of presentation has to some extent been deliberately

lowered to bring it withinthe grasp of the broad class of readers with educa-

tion of only high-school level.

The object of this book has been to assist military officers in their

study of digital computer technique. It may also be useful to students at

Academies and higher schools of military engineering, specializing in digital

computer technology.
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INTRODUCTION /5

At the present-day level of development of science and technology, many

types of computation are required for solving the most varied problems. The

amount and complexity of such computation work is continuously increasing.

Computation is particularly difficult in such fields as atomic physics, astro-

nautics, rocket engineering, automation, aircraft construction, etc. Today,

the time required to solve a scientific problem depends in most cases on the

speed and accuracy of the computations involved. The mathematical apparatus

required for the solution of many problems, however, is so complex that a human

being is physically unable to solve the problem with the required speed and

accuracy, and often cannot solve it at all. Under these conditions, computer

technology becomes a powerful tool for rapid technological processes.

Electronic computers are the most rapid means of computation. They per-
form calculations thousands and tens of thousands of times as fast as the most

highly qualified human computers working on electric desk calculators. In

several minutes or hours, electronic computers will solve mathematical problems
so complex that their ordinary solution would take years.

Before the appearance of electronic computers, computation played only a

small part in the solution of problems of scientific research and development

and consisted merely in si_lified calculations giving approximate results.
The problem was for the most part solved bytime-consuming and costly experi-
ments.

With the advent of electronic computers, computation has become the method

of choice in solving problems in research and development, since computers can

perform the most complex calculations and take account of the maximum number

of factors characterizing a given subject. This results in substantial financi-

al savings, since a computer can replace a large number of human computers and,

what is particularly important, it can achieve a colossal saving of time.

Of course, if a computer can operate so fast that it can replace I0,000 /6

workers, this does not mean that I0,000 workers can replace a computer. For

only a single worker can be used to solve a single mathematical problem, since

in mathematical calculations all stages of the computations are performed in

succession, one after the other, and each successive stage can be approached

only after the completion of the preceding stage. This means that if a digital

computer solves some problem in ten hours, it would take the worker, to solve

the same problem, I0,000 times as long, i.e., over ten years.

Consequently, the use of electronic computers permits considerable short-
ening of the time required for computation work, a saving which cannot be
achieved by any other means.

Electronic computers are particularly important in cases where the problem

can be solved only if the computation can be done at an extremely rapid rate.



Assumethat we are to determine the trajectory of a guided space rocket.
For this purpose we mnst calculate the points of the trajectory lying far ahead
in the direction of motion of the rocket; only in that case can we estimate the
deviation of the rocket from the prescribed direction and apply the necessary
midcourse corrections. Such a calculation can be madeonly by an electronic
computer, since workers would require tens of days or several months to calcu-
late a single trajectory, while a rocket takes only three days to reach the
moon; The computer will calculate the trajectory in minutes or tens of minutes.

Weather forecasting is another example. To makea forecast, an immense
number of calculations must be madein solving the equations of motion of great
massesof air. An electronic computer can give an accurate forecast for a day
within 1 - 2 hours, while humanmeteorologists would require several days for
the samework.

Computersplay an important role in the automation of industrial process

control. In automatic control systems the computer is the element that receives

information on the course of the controlled process, determines the optimum

parameters for all elements of the automatic system, and sends out commands to

the devices that establish the required operating conditions.

Like all computers, electronic computers are divided into two classes:

continuous-action machines (simulating machines, analog computers);
discrete-action machines (digital computers).

In analog computers, the mathematical quantities involved in the solution

of a problem are represented by the values of physical quantities: lengths,

angles of rotation, voltages, currents, etc. The results of the computations /_

are likewise delivered in the form of physical quantities. The problems are

solved by the interaction of moving parts or electrical signals. One of the

features of these machines is that each unit of the machine represents one of

the quantities involved in the solution of the problem, or solves one definite

mathematical relation. For this reason there must be as many such units as

there are quantities, and mathematical operations on these variables, in the

given problem. Thus, the design of an analog computer is determined by the

type of problems to be solved by it. This type of computer, consequently, is

always more or less specialized. Examples of such specialized computers in the
military field are antiaircraft fire-control stations (PUAZO) or shipboard fire-
control stations (PUS).

Another feature of analog computers is that the accuracy of the solution

is limited. This is explained by the fact that the physical quantities involved

in the solution of a problem can be represented only with limited accuracy

which, in turn, is determined by the greatest possible manufacturing accuracy

of the individual elements and units of the computer.

The lack of versatility of analog computers (each computer can only solve

problems of a certain definite class) and the limited accuracy of the calcula-
tions are disadvantages of such computers.
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A favorable aspect is that the time they take to solve a problem is very
short and is determined only by the duration of the transient processes taking
place _A _ho machine. Thus, an electronic analog computer solves a problem in

hundredths or thousandths of a second, i.e., instantaneously for all intents

and purposes. In view of this fact, an analog computer can operate on the

real-time scale, permitting its use as a control computer in an automatic con-

trol system.

Digital computers operate on quantities that can be represented in the

form of discrete, i.e., discontinuous variables. These quantities are repre-

sented by digits, and therefore this type of computer is usually called a digi-

tal computer. The results of the computations are likewise represented by

digits.

The digits in these computers are represented by the aid of elements which

can assume a series of sharply limited stable fixed states. Each state of such

an element corresponds to a strictly defined digit. The numbers are set up by
a set of elements.

The calculations themselves consist in the successive performance of arith-

metic operations on the numbers corresponding to the quantities involved in the

solution of the problem. The numerical methods developed up to now permit the

solution of any mathematical problems to be reduced to the performance of four /8

arithmetic operations. Digital computers can therefore solve practically any

mathematical problem.

Thus, the digital machines are distinguished by universality. Any re-

quired accuracy of calculation can be obtained with these computers. To in-

crease the accuracy, the number of places in the numbers represented by the

computer must be increased, which can be accomplished by increasing the number

of elements used to represent the digits. The parts and units of such com-

puters need not be manufactured to high accuracy. The accuracy rest only be

sufficient to have the elements reliably fixed in the required stable state and

be correctly switched from one stable state to another.

T_e simplest digital machine is the ordinary office abacus. Obviously its

accuracy of computation does not depend on the tolerance to which the beads are

machined, but on the number of places in the numbers that can be represented

on its columns. In exactly the same way, in digital computers the accuracy of

calculation is determined by the number of elements used to represent the num-
bers.

Thus, the fundamental advantages of digital computers over analog com-

puters are versatility and high computational accuracy.

These advantages b_ve been the co_aseof the sensational development of

digital computer technology.

Mechanical, electromechanical and electronic digital computers are in
current use.
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Machines of the first two types (manual and electrical desk calculators,

etc. ) have a low operating speed, owing to the low speed of the mechanical parts

and their insufficient automation. The entire computational process on such

machines is directly controlled by the operator.

Automatic electronic digital computers are free from these disadvantages.

Their speed is exceptionally great - thousands and tens of thousands of opera-

tions per second. The entire process of computation is automatic, without

human intervention, permitting the ultrarapid solution of extremely complex

problems.

These advantages have made electronic digital computers the basic computa-

tional tool today.

Analog computors are also being developed and improved. They are widely

used as control elements for automatic control systems.

As already noted, an analog computer solves a strictly defined class of

problems, since each unit can solve only a single definite mathematical rela-
tion. Further complication of the problem requires increasing the number of

such units, which unavoidably leads to complication of the entire computer.

There are also complex problems whose solution on analog computers is dis- /9

advantageous and sometimes even impossible. Digital computers are used in such

cases.

Electronic digital computers are used when high accuracy is required. The

nature of the problem is not of substantial significance for such computers,

since in principle they can solve any mathematical relation. This feature of

the electronic digital computer has been responsible for its wide application

in all fields of science and industry.

Electronic digital computers solve the most complex problems in nuclear

physics, rocket engineering, astronomy, crystallography, etc. They can also
solve complex logical problems of decision theory, data collection and pro-

cessing, determination of optimum operating conditions, interpretation of texts,
etc. Thanks to the ability of digital machines to solve mathematical and logi-

cal problems, they are convenient for use as control machines. Such machines

are widely used in industry for the automatic control of production processes,

and in the military field.

Before the appearance of electronic digital computers, a multitude of

timely and urgent problems were not even posed because it would have been im-

possible to solve them by conventional methods within an acceptable time. The

advent of electronic digital computers has opened immense prospects for the

solution of such problems.

The appearance of automatic digital computers has led to the rapid de-

velopment of a new field of mathematics concerned with questions of progra_mLing

problems for a given class of computers. Programming is a very complex and

laborious operation, which requires not only a profound knowledge of the numer-

ical methods of mathematics but also extensive practical experience. The qual-



ity of the progranmutuglargely determines the efficiency of computer utiliza-
tion. In this book, therefore, together with an exposition of the design prin-
v_ of modern __...... _,_± computers, we Will discuss the problem-programming

principles for such computers.

Thanks to the unselfish labor of Soviet scientists and designers, elec-

tronlc computer engineering is becoming more deeply rooted in our national

economy with each passing year. The work of our scientists and engineers has

contributed greatly to the development of Soviet computer technology.

The work done by Academician S.A.Lebedev and his colleagues, Yu.Ya.Bazi-

levskiy, Hero of Socialist Labor, I.S.Bruk, corresponding member USSR Academy

of Sciences, Professor L.I.Gutenmakher, engineer B.I.Rameyev, and others, has

been of the greatest importance in the development of computer technology in
the USSR.

The general-purpose computer BESM-I (high-speed electronic calculating

machine) was developed under the supervision of S.A.Lebedev at the Institute

of Precision Mechanics and Computer Technology, USSR Academy of Sciences. On

the basis of the BESM-1, the modified computer BESM-2 has been developed and

put into series production.

no

The general-purpose computer "Strela", now successfully used in a number

of scientific institutions of the USSR, has been developed under the super-

vision of Yu.Ya.Bazilevskiy.

In addition to the large general-purpose machines of the type of BESM and

"Strela", numerous small and medium general-purpose computers have been de-

veloped and put into series production: "Ural-l", '_ral-2", "Minsk-l",

"Minsk-2", etc.

The mathematicians A.A.Lyapunov, M.G.Shur-Bure, V.M.Kurochkin and others

have rendered great service in developing the mathematical principles of utili-

zation of digital computers and the technique of programming.

The significance of electronic digital computers for the Communist build-

up of the USSR would be difficult to overestimate.

The historic decisions of the XXII Congress of the USSR Communist Party,

which formulated the magnificient problems of Communist construction in the

USSR, provide for the extensive development of mathematical machine building.

The widespread use of digital computers will encourage still greater de-

velopment in Soviet science and technology and will help to strengthen the

defensive power of the USSR.



CHAPTERI

ARITHMETICANDLOGICALPRINCIPLESOFELECTRONIC
DIGITALCOMPUTERS

Section I. Positional Systems of Notation

The term "system of notation" is usually taken to mean a method of writlng

numbers by means of digital symbols (digits). We distinguish positional and

nonpositional systems of notation. The decimal and Roman systems are widely

used today. The former is positional, the latter nonpositional.

A system of notation is called positional if the value of each digit used

to write a given number depends on its position in the series of digits repre-

senting that number. For example, in the number 777, the first 7 on the left

indicates the number of hundreds contained in the number, the second the n,m_er

of tens, and the third the number of unlts.

A system of notation in which the value of a digit does not depend on its

position in the series of digits representing a number is called nonpositional0

Thus, in the number XXX, the digit X in any place indicates the number ten.

Digital computers use only positional systems of notation, since nonposi-
tional systems are inconvenient for calculation.

The decimal system of notation. The decimal system of notation is gener-

ally used today. It is so called because, to write a number in it, we use ten

different digits: O, l, 2, 3, A, 5, 6, 7, 8 and 9, representing the integers

from zero to nine. The number ten, which is the base of the system (the number

of digits used in a system is called the base of the system) is represented by

two digits as i0. Every other number is written in the form of a sequence of

digits, divided by a point into an integral part and a fractional part.

Take, for example, the number two thousand one hundred forty-five and six

tenths. In the decimal notation familiar to us, this number is represented by
the following sequence of digits: 21A5.6.

Let us analyze the meaning of this number:

2145.6 == 2.10' + 1.10' -{.-4. I0' "t- 5.10 ° -._ G. 10-l.

2 1 4 5 6

Thus, a decimal number is represented by a sum of various powers of ten /12

with the corresponding coefficients (indicated by arrows). These coefficients
form the number 21A5.6 in form of an abbreviated notation.

There are other positional systems of notation besides the decimal. By
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taking various numbers as the base of the system - two, three, five, eight, or
some other number - we can obtain respectively the binary, ternary, quinary,

octal and other systems. In any of the_e -_ystems, as _ bhe decimal system, a

number will be a sum of powers of the base of the system with the corresponding

coefficients:

N,-- K,q" + K,,-_q"-' + - +K_' + K_q'+Ka °+ K-,q-' + .... (i)

where

Nq is a number in the q-ary system of notation;

q is the base of the system;

n is the number of places.

The abbreviated way of _ting the number No will be of the form

Nq= K,K,-_..K_K_K-_...

In antiquity, systems of notation to the base 5, iO, 12, 60, etc. were
USed.

The octal system of notation. In the octal system, eight digits: O, i, 2,

3, A, 5, 6, and 7, are used to write n_mbers. They designate the integers from
zero to seven. The number eight (the base of the system) is written with two

digits in the form lO.

Let us write the number sixty-nine in the octal system. According to

eq.(1), this number must be expanded in powers of eight since the base of the

system is eight.

Sixtyonine _ 1 ._1 ._. 0,81 _. _._O

t o
Thus, in the octal system the abbreviated notation for the number sixty-

nine will read 105.

Let us, whenever necessary, use a subscript to indicate the base of the

system in which the expression is written. Then we maywrite

69,0 ),- 105.

The binary system of notation. The smallest number of digits that can be
used in a system of notation is two.

The binary system has only two digits, 0 and I. The base of this system,

two, is written out as lO, and any other number in the form of a combination
of zeros and ones.

In accordance with eq.(1), the binary number Nz is the sum: /13

7



Here, the coefficients K can take only two values: 0 and i.

Let us write the number 69(_o) in the binary system of notation:

_= 1.2' + 0.2'+ O.2'-J- O.2*-J- 1.2_-i- 0.21-J - 1.2 °.

; 0 0 0 I 0 I

Hence,

69.0_ I000101_.

A distinctive feature of the writing of numbers in the binary system is

that the notation for a number is long, but contains few different digits (only
two: 0 and 1).

TABLE1

E_PRESSION OF NUMBERS IN VARIOUS POSITIONAL

SYST_NS OF NOTATION

System of Notation

Decimal Octal

0
1
2
3
4
5
6
?

I0
II
12

Quinry Ternary
|

0 0
1 1
2 2
3 10
4 11

I0 12
II 2O
12 21
13 22
14 I00
20 lOl

Binary

0
I
I0
II
I00
lOt
II0
III
I000
I001
I010

It is easy to explain how numbers will be written in systems with other
bases.

Let us see, for example, how the number one hundred seventy-eight will

look in the quinary system of notation. We expand in powers of five:

Consequently,

178,o)== 1.5'+ 2.5" + 0.5' + 3.5 °.

178,o ) ,= 1203¢s ).

8



If the base is greater than ten, the available Arabic digits are not
enough and other digits must be thought up.

Table ! gives, for com_azison, the notation of the numbers from zero to
ten in various systems of notation.

Section 2. Arithmetic of Binary Numbers /1A

The binary system of notation is remarkable, as compared to other posi-

tional systems, in that the arithmetic operations are simplest of all.

To perform the four arithmetical operations in any system of notation, it

is necessary to know the addition, subtraction, and multiplication Tables. In

the binary system, these Tables are exceptionally simple. Each of them con-

sists of only four lines.

Addition of binary numbers. The addition Table for binary numbers is as
follows (Table 2).

TABLE 2

BINARY ADDITION TABLE

0+0=0

0+1=1
1+0=1

1+1=10

Using this Table, the addition of binary numbers can be performed by the
same rule that is used in the addition of decimal numbers.

As an example, find the sum of the two numbers lOlO and lOll. Writing

these numbers in columns, we add them by the general rule

lO1U (ten)
"i- 1011 (eleven)

lOlOl (twenty-one).

The addition of two binary numbers involves no difficulty. It is only
necessary to bear in mind that 1 + 1 gives a zero in the given column and

yields a carry of one to the next column.

The simultaneous addition of three or more binary numbers is somewhat more

complicated. In this case one must carefully follow the ones carried over to



higher columnsduring addition, since these ones can go not only to the next
higher columnsbut also beyond.

Let us add the following four binary numbers: lOlO, llll, llO0, Olll.
The carry-overs formed an addition into the corresponding columns will be
indicated by arrows.

+

w

l'J
10 I 0 _t_)
111 | (fifteen)
11 O0 (twenty)
0111 (seven)

1 0 1 1 0 0 ( forty- fou r)

The sum of the second places of the sunm_nds, counting the carry one, is

four, i.e., it is the three-place binary number lO0. Consequently, the second

place of the sum will again contain a O, but the carry one must Jump a place,
as shown by the arrow. The sum of the higher places of the mmmmnds, including

the two carry ones, is five (iO1).

Subtraction of binary numbers. We present the subtraction Table for bi-

nary numbers (Table 3 ).

TABLE 3

BINARY SUBTRACTION TABLE

0--0_0

1--0----1

1--1"_0

10--I _ffil

Binary numbers are subtracted by the usual rule, writing the numbers in
columns. Let us find the difference of the numbers lOlO1 and lOlO.

10101 (twenty-one)
-- 1010 (ten)

1011 (eleven)

In subtraction, it must be remembered that a one borrowed from the next

higher place gives two ones in the lower place. If there are zeros in the ad-

jacent higher places, then one must be borrowed after jumping several places.

lO



In this case, a one borrowed from the next higher significant place gives two
ones in the lower place and ones in all the zero places between the lower place
........... _._ place from which the one was borrowed, for example:

0111 + 1 _--- After borrowing one
Minuend 1000 (eight)

Subtrahend 11 (three)

Di f ferenc e 101 (five)

Multiplication of binary numbers. We present the multiplication Table

of binary numbers (Table A).

TABLE &

BINAEY MULTIPLICATION TABLE

0.0 --0

0.1 mO
1.0" 0
1"1"1

Binary numbers are multiplied by the same rules as decimal numbers. In

multiplying, we use multiplication and addition Tables.

×
1011101

"t- 1011101
1011101

Division of binary numbers, In the division of binary numbers we use

binary multiplication and subtraction Tables.

11OlO111o(43o)
-- 1010

1101
-- 1010

1111
--1010

1010
1010

O0O0

I ioio,(1o).
,oioi,(43).

ll



It will be clear from the above examples that the rules for performing the

arithmetic operations are the same in the decimal and binary systems. In the

binary system, however, the arithmetic operations are far simpler. Multiplica-

tion and division are particularly simple.

Section 3. The Systems of Notation Used in Digital Computers

To represent numbers in digital computers, the elements used are capable

of being in one of several fixed and sharply defined states. The number of

these states must equal the number of digits in the system of notation used in

the machine; to each digit there corresponds a strictly determined state of the
element.

In an electronic digital computer, the elements used to represent digits

are electron tubes, capacitors, relays, ferromagnetic surfaces, etc. As a rule

these can be only in one of two distinctly manifest stable states. An electron
tube may conduct current (tube open) or not conduct it (tube blocked), a capac-

itor may be charged or discharged, a relay on or off, a ferromagnetic surface

magnetized or demagnetized, etc.

Thus, the elements of an electronic digital computer, by their physical

nature, may be in only one of two states. Such elements are usually called

flip-flop or bipositional.

We are most accustomed to the decimal system. To use this system, however,

in electronic digital computers, it would be necessary to devise elements with

ten stable positions to represent the digits. Such elements in themselves

_ould be rather complex circuits, built up from flip-flop elements. The ma-
chine would then be highly complex. The decimal system is therefore inconveni-

ent for use in electronic digital computers.

The binary system. Flip-flop elements operate on the simplest and most
reliable principle of action - "yes" or "no" (on or off). By their aid it is

very easy to represent the places of a binary number. One of the stable states

of the element is taken as the representation of the digit O, and the other as

the representation of the digit i.

In using the binary system of notation, the elements representing the
digits come out simplest of all.

The binary system, as we have already established, also possesses immense

advantages in arithmetic. This permits considerable simplification of the
design of the arithmetic and memory units.

Another great advantage of the binary system is that it permits the use

of the apparatus of mathematical logic (see Section ll) in the analysis and

synthesis of the functional circuits of the computer and in solving various
logical problems.

In view of these advantages, the binary system today is the principal ___

12



system of notation used in electronic digital computers.

The use of the binary, system, how_v_r, aloe involves certain inconveni-
ences.

Since the decimal system is universally used, all initial data and com-
putational results are written out in this system. These initial data must
therefore first be translated from the decimal system into the binary system,
and after the computer has solved the problem, the result must again be trans-
lated from the binary system into the decimal. This complicates the operation
of digital computers. However, in solving most mathematical and logical prob-
lems, innumerous operations must be performed on the numbers (thousands, tens
of thousands, and even hundreds of thousands of operations), while the amount
of input data and results is relatively small (tens, hundreds, and seldom
thousands), so that this disadvantage of digital computers cannot be a major
obstacle to their use.

The octal system of notation. The octal system of notation is also widely

used in digital computers. It is employed as an auxiliary system in preparing

a problem for solution (progra_mLng). This system is convenient because the

octal notation for any number is only a third as long as its binary notation,

and the conversion of the numbers from one system into the other is simple and

can be performed by a purely mechanical method (see Section A).

The binary-coded decimal system of notation. Besides the binary and octal

systems, the so-called binary-coded decimal system is also used in digital

computers. Like the octal system, it plays an auxiliary role.

In this system, numbers are written as follows: The decimal number is

taken as the base. Then each digit of the decimal number (from 0 to 9) is

written out in the form of its binary equivalent. It will be seen from Table 1

that not more than four binary places will be required for such notation. The
four-place binary number representing a decimal digit is called a tetrad.

To write a given decimal number in the binary-coded decimal system, each

of its digits must be replaced by the tetrad corresponding to it. Let us take

for example the decimal number 2A67.39 and write it in the binary-coded decimal
system.

Let us rewrite this decimal number with more space between the digits, and

under each digit let us place the tetrad corresponding to it:

2 4 6 7 , 3 9

0010 0100 0110 0111 .0011 I001.

Thus the decimal number 2467.39 equals the binary-coded decimal number
0010010OO1100111. 00111001.

The conversion of numbers from the decimal system into the binary-coded

decimal system does not require calculation. The decimal digits may therefore

13



be coded in advance into their binary equivalents, and the numbers may then be

mechanically translated from the decimal system into the binary-coded decimal
system.

The inverse conversion of a number from the binary-coded decimal system

into the decimal system is also very simple. The binary-coded decimal system

must first be broken down, to the left and right of the point, into tetrads or

groups of four digits each, and then each tetrad must be replaced by the cor-
responding decimal digit.

For example, given the binary-coded decimal number:

100101010100011010000110. 010001110010.

We break this up into tetrads and replace each tetrad by the decimal digit:

1001 0101 0100 O110 1000 O110. 0100 Ol 11 0010-- 954686.472.

In electronic digital computers, the binary-coded decimal system is used

as an intermediate system between the decimal and binary systems of notation.

Before introducing the original data into the computer, the decimal digits are

converted by special devices into binary-coded decimal digits. Then, by a

special program, the computer itself translates the binary-coded decimal digits

into binary digits. After completing the calculations, the computer automati-

cally, by a special program, translates its result from the binary into the

binary-coded decimal notation, after which special devices give the final re-
sult in decimal notation.

There are some computers in which the calculations themselves are per-
formed in the binary-coded decimal system.

Section A. Conversion of Numbers from the One Positional

System of Notation into Another

The tabular method. This method consists essentially in representing a

number by (eq.(1) in the form of a sum of powers of the base of the system in

which the number is to be written. Then, by the aid of the coefficients of the

powers of the base, the number is written out in abbreviated form. In expand-
ing the number, Tables of powers of the base are used. Hence the name "tabular
method".

The tabular method of conversion does not require complicated calculations,
and herein lies its advantage.

General rule for conversion of integers. To translate an integer from one

positional system into another, it must be successively divided by the base q

of the system into which it is being translated, until a quotient less than q
is obtained. The number in the new system is written in the form of the re-

mainders, starting with the last one. The last quotient gives the most signif-
icant digit of the number.



We shall illustrate this rule by an example.

E__a__le. Convc_ "_-.,_=decal number 83 into the binary system

82 41

--"i--_ 2oI 2
-;'-_ 1o L_L.

-_ -io s t 2

O _ -_ --2 l.-last
irectiun of _ --_ quotient

reading _

Thus, 83 (10>= 1010011(_) .

/2O

General rule for converting proper fractions. To translate a proper frac-

tion from one positional system into another, it must be successively multiplied
by the base of the system into which it is being translated. Only the fraction-

al parts are multiplied. The fraction in the new system is written in the form
of the integral parts of the products so obtained, beginning with the first one.

Example I. Convert the decimal 0.3125 into a binary

Direction of
reamng

0.3125
× 2
0.6250
X 2
1.2500
× 2
0.5000
X 2

Consequently, 0.3125 (_o)= O.OlO1 (_).

Example 2. Convert the decimal 0.12 into a binary

0.12
x__2
0.24

x_._2
0.48

X2

0.96 1]lus,the decimal O.12
X.____2 equals the binary
1.92 0.0001111, rounding off
X_22 to one hundred twenty-
1.84 eight.×__2
1.68
×2

X2
"O_q_e t c.
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General rule for converting improper fractions. In translating improper /21
fractions, the integral and fractional parts are separately translated by the

corresponding general rules.

Note. In performing conversions by the general rules, all the required

arithmetic operations are performed in the system of notation in which the

number being translated had originally been written.

Conversion of numbers from the octai system into the binary, and vice

versa. Octal numbers can easily and rapidly be translated into binary and vice

versa by special rules which will be given below.

First let us convince ourselves of the validity of the following two
lemmas:

a) every one-valued octal number can be written in the form of a three-

digit binary number;
b ) every three-digit binary number can be written in the form of a

single-digit octal number.

The validity of these lemnas can easily be verified from Table 1.

The rule for converting numbers from the octal system of notation into the

binary system is as follows: to translate octal numbers into the binary system

it is sufficient to replace each octal digit by its equivalent three-digit

binary number.

Example. Translate the octal number IA035 into the binary system. Each

digit of this number is replaced by the three-digit binary number equivalent
to it:

i 4 0 3 5
001 100 000 011 101

Thus, IA035(8) = ll00000011101(2) •

The rule for converting numbers from the binary system of notation into

the octal system is as follows: to translate binary numbers into the octal sys-

tem, the binary number mnst be broken up into groups of three digits, or triads,

to the left and right of the point; if the triad on the extreme left or the

extreme right is incomplete, a zero is added to it; each triad of binary digits

is then replaced by the octal digit equivalent to it.

Example. Convert the binary number lllll0101, lOlll01 into the octal sys-
tem.

Let us break up the number into triads of digits to the left and right of

the point:

II III 010. I01 II0 I.
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The last triads on the right and left are incomplete; we complete them by
adding zeros:

011 111 010. 101 llO 100.

Each triad is now replaced by the equivalent octal digit, thus yielding
the octal number 372.56A.

It will be clear from these rules that it is a feature of the conversion

of octal numbers into binary numbers and inversely that no calculations are

required for this purpose. This conversion can be performed in a purely me-
chanical way.

Let us imagine that we have a typewriter with single-digit octal numbers /22

on the keys and the corresponding three-digit binary numbers on the typebars.

If any octal number is selected on the keyboard, the machine will automatically
print it in the binary system. Binary numbers can be similarly translated into

octal numbers, except that in this case the three-digit binary numbers are

marked on the keys, and the corresponding octal numbers are on the typebars.

The octal system is used in programming to write in the numbers of the

commands or instructions, the addresses of the numbers, the codes of operations,

the initial data for a solution, and several other constants. This entry is

convenient because it occupies fewer places than the binary notation. During

the input of the information to the computer by means of a keyboard device, the
octal notation is automatically converted into binary.

Conversion from the decimal system of notation into the binary. If deci-
mal numbers are to be converted into binary, the following is the procedure
used in practice: the decimal number is first translated into an octal number

according to general rules after which the octal number is converted into a

binary number. This is done because decimal numbers are more rapidly converted

into octal numbers than directly into binary numbers, and the transition from

octal numbers to binary equivalents is very simple.

Conversion into the decimal system of notation. On passage from any sys-

tem of notation to the decimal system, a number is usually represented in the

form of a sum of powers of the base, using positional writing. The value of
the sum is then calculated. This procedure is adopted because we are more

familiar with decimal notation and have no trouble in performing calculations
in this system.

Section 5. Representation of Numbers on Digital Computers

T,_ ,,14 ,._'.ll.-"t

.,-,, ,_-_,_- co_uters, depending on their design, two forms of number rep-
resentation are used:

a) natural, or fixed-point;

b) normal, or floating-point.

17



Accordingly, computers are classed as fixed-point or floating-point.

Natural form. In the natural form of numbers representation, the position

of the point, which separates the integral part of the number from the frac-

tional part, is constant for all numbers with which the computer operates. In

designing a computer, the number of places given to the integral part and the

number of places to the fractional part is established in advance.

Assume that a digital computer is designed to represent a slx-place deci-

mal number, with three places assigned to the integral part of the number and

three places to the fractional part or, expressed differently, with the point

fixed after the third digit. In this case, numbers in the following range

can be represented in the computer:

"i- 999.999

000.00O
--0000Ol

/23

An analysis of these numbers readily shows the drawback of computers of

the fixed-point type.

I) The range of numbers representation is relatively small (in our example

from -999.999 to +999.999). Any number having an absolute value less than the

minimum that the computer is able to represent is written in the form of a zero
(the so-called machine's idea of zero).

2) The number obtained as the result of the calculation must not exceed

in absolute value the maximnm number that can be represented by the computer

(in our example 999.999); otherwise the most significant digits of the number

will be lost, and the computational results will be distorted. This phenomenon
is known as overflow.

To prevent overflow, the initial data must first be multiplied by the cor-

responding scale factors.

The selection of scale factors is quite intricate and depends largely on

the experience of the mathematician who prepares the problem for solution.

The point is usually fixed before the first (most significant) figure; for

this purpose, all the quantities involved in the problem must be less than uni-
ty. Fixing the point in this way somewhat facilitates selection of the scale

factor, since in multiplication which occurs frequently overflow is prevented,

because of the fact that the product in this case will not be greater in value

than any of the co-factors.
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Normal form. In the normal form of numbers representation, any number is

represented in the form of two groups of digits. The first group is _uow_ a_

the mantissa, and the second group as the exponent.

To illustrate the representation of a number in the normal form, let us

take a specific example. Assume that we have the decimal number 72h.863. This

number can be represented as the product of two co-factors:

724.863 _ 72.4863.101,
or

724.863 -----0.0724863. lOt

Obviously, in the general case any number N can be written in the form /2A

of a product of two co-factors:

N=mq p, (2)

where m is a fractional number;

q is the base of the system of notation;

p is an integer.

The number N is considered to be represented in the normal form if the

first co-factor m is a proper fraction, i.e., if the condition Iml < 1 is sat-

isfied. In this case, the co-factor m is the mantissa and the superscript p

the exponent of the number.

To represent it in the normal form, we must transform the number 72h.863
as follows:

724.863 = 0.724863.10'.

Assume that six places are assigned in a digital computer for the repre-

sentation of the mantissa and two places for the representation of the exponent.
Then, in the normal form the number 72h.863 will be written as

+ 724863 + 03.

It should be noted that the representation of the number in the normal

form is non-unique; the following forms are also correct:

724.863-----0.0724863.104,

724.863=0.00724863.105 eu.

The exponent of a number need not be positive and may also be negative.

Thus, the number 0.O003h2527 can be represented in the form of the product

0.000342527=0.342527.10-*.
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Accordingly, the number in the normal form will be written as

+342527--03.

Thus, the exponent of a number written in the normal form shows the posi-

tion of the point if the number is represented by the set of digits of the

mantissa. Since, with different exponents, the position of the point will be
different, computers using the normal form of numbers representation are known

as floating-point computers.

Up to now all our arguments have been proved by examples in the decimal

system of notation. Obviously, all above statements are fully applicable to
the representation of numbers in any system of notation. For example, the

binary number llQl.Ol can be represented by eq.(2) as follows:

1101.01---_0.110101.101o_

Here lO is the base of the system, two.

In the normal form, the number is written as

+110101+100.

We distinguish standardized and nonstandardized normal numbers. If a non-

zero digit occupies the first place of the mantissa, the number is ca]led

standardized, but if this first digit is a zero, the number is called non-
standardized.

It is preferable to store numbers in the normalized form in a computer,

since the last places of the mantissa will not be lost in that case.

The advantage of floating-point computers lies in the fact that they offer

a rather broad range of numbers representation, without the use of scale fac-

tors. Their disadvantages, by comparison with fixed-point machines, consist

in that more elements are required to represent the numbers since, besides the

elements required to represent the mantissa, additional elements are needed to

represent the exponent.

No one form of representing numbers is invariably preferable. In large

general-purpose digital computers designed to solve a broad range of problems,

the normal form of notation is generally used. This makes for greater capacity
and a higher computational accuracy. The additional complexity of the hard-

_are and the greater dimensions for a given class of computers are of secondary

importance.

Special-purpose and small digital machines are used to solve a more narrow

range of problems, for which the order of magnitude and the required accuracy

_f calculation are usually established in advance. Fixed-point representation

is therefore used in such computers, thus making them less complicated and con-
sequently less expensive.
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In somecases, computers with both types of representation are used. In
_olv_Lg a pruble_L, Lh_ form most rational for the specific case is used.

Representing the signs of numbers on computers. In computation, operating
with both positive and negative binary numbers is necessary. Since their

writing must not differ, special symbols are introduced to represent the signs

of the numbers: a positive sign is indicated by a zero, a negative sign by a

one.

A special binary location is assigned to represent the signs of the num-

bers, usually in front of the number proper. In fixed-point computers this
location is in the integers, if the point is fixed before the first significant

figure. For example, the binary numbers +O. OOlOll and -O. OOlOll, differing in

sign, are written in the natural form of

0001011,

1001011.

In floating-point machines, two locations are assigned to represent the /26

signs, one for the sign of the mantissa, the other for the sign of the exponent.

Assume that six places are assigned in the computer to represent the mantissa

and three places to represent the exponent. Then, the binary number +O.OOlOll =
= O.lOllO x lO-I° is written as

Mantissa Exponent

0 I0110 110

Section 6. Input of Numbers to the Memory Locations of

a Digital Computer

The memory location or cell of a computer is a device designed to store a
number. The maximum number of digits that can be stored in such a cell or

Sign
places Digit places

lIIllllllll
0, 2 5-s 8 0

Integral[ Fractionalpart

part Position of point

Fig.1 Schematic Diagram of Memory Location of a Computer

with Fixed-Point Representation
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[,I,I,[°I°l°i°t'l°l,]

Fig.2 Schematic Diagram of Input of the Binary

Number -ii0. OOGlO1 in the Memory Location of a

Computer with Fixed-Point Representation

location depends on the purpose and design of the computer. The locations of

general-purpose digital computers have room for about forty binary digits.

These locations, in the structure of the computer, may be dispersed among the
various parts of the computer.

Input of numbers in the memory locations of a fixed-point computer. A
memory location of a fixed-point computer has a sign place and digital places

in which the integral and fractional parts of a number are stored.

Figure 1 is a schematic representation of such a location, with three
blocks or places for storage of the integral part of a number and six blocks or

places for storage of its fractional part. In reality, the locations have far

more places, but for clarity we confine ourselves here to nine, which will suf-

fice to illustrate the principle of input.

Consider the following cases of entry from the example of our memory loca-
tion.

In the zero place of the location (the sign place), the sign of the number

is entered. The number itself is written into the digital places of the loca-

tion, each place of the integral and fractional parts of the number being

entered in a strictly determinate position, depending on its distance from the

point. Figure 2 is a schematic diagram of input of the binary number /27

-ll0.000101 in a memory location.

We noted above that, to facilitate the selection of scale factors, most

S'gn
p_ace Digital places

Fig.3

oil 2 _ 4 $ $ 7 $ #

Position of point

Schematic Diagram of Memory Location of Computer with

the Point Fixed in Front of First Digital Place

fixed-point computers have the point fixed before the first digital place of

the location (immediately following the sign place). Figure 3 shows a diagram

of such a memory location.
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Write-in of numbers in a memor_ location of a floating-point co.outer.

memory location of a floating-point computer eon_i_t_ of two pa_s: on_ for

input of the mantissa, the other for input of the exponent. Figure A is a

A

Sign place for tilem_tissa Sign place for

\ Digital places exponent

lilllllllliilll
,0 I "Z _ _ 5 $ 7 8 9,, .....

Mantissa Expon_ent

Fig._ Schematic Diagram of Memory Location of a

Floating-Point Computer

schematic diagram of such a memory location; the cell has ten places (including
the sign place ) for input of the mantissa and four places (together with the

sign place) for input of the exponent. In actual computers 30 - 36 places are

i,I,i,i_l,101,I_I_I,I_I01,I,I

Fig.5 Schematic Diagram of Entry of the Binary Number -llO.lOlOO1

in Standardized Form in a Memory Location of a

Floating-Point Computer

assigned for representation of the mantissa and 6 - 7 places for representation

of the exponent.

The signs of the mantissa and of the exponent are entered in the corre-

sponding sign places of the location, the mantissa in the digital places

[,I_IoloI,I,Io-l,I01,I;I, li Io|

Fig.o Schematic Diagram of Entry of the Binary
Number -II0,I01001 in Nonstandardized Form in

the Memory Location of a Floating-Point Computer

(Fig, A shows nine of them), and the absolute value of the exponent in the last
places of the location (three in our case).

The mantissa of a number in normal writing is always a proper fraction
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and is fed to a location in the same way as a number is entered in the location

of a computer with the point fixed before the first digital place. In cases
where the number of digits of the mantissa being entered exceeds the number of

digital places of the location, the last figures of the mantissa are lost.

Figure 5 gives a schematic diagram for input, in a memory location of a

floating-point computer, of the binary number -llO.lOIOO1 - -O.110101OO1 x
x lO+11 . The number is entered in standardized form. Figure 6 is a schematic

diagram of the entry of the same number represented in the form -llO.1OlOO1 -
- -O.OOOllGiGlOO1 x lO+11° . The number is represented in nonstandardized

writing, and the last three figures of the mantissa are lost.

Section 7. Representation of Negative Numbers

In electronic digital computers the circuits performing the operation of

addition are far simpler and more compact than those performing the operation

of subtraction. For this reason, digital machines ordinarily use only addition

circuits, and the operation of subtraction is replaced by addition of specially
selected number codes.

The following number codes are used: direct, inverse or base-minus-ones,

and (true) complement. The direct code is used in multiplication and division,

while the latter two codes are used to replace the operation of subtraction by

addition. There are also modified base-minus-ones and complement codes.

Positive numbers are represented in the same way in all three codes: di-

rect, inverse, and complement. The inverse and the complement codes of nega-

tive numbers, as well as their multiplication, differ.

In digital computers, binary numbers that are proper fractions are usually

represented by various codes.

Direct code. The number X in the direct code is denoted by the symbol

[X]dlr. Let X be the proper binary, positive ornegative. The direct code of
the number X is obtained by the following rule:

If X - ÷ O, X_Xs ... X I ... X_, where XI, Xs, ..., Xt are binary digits, 2_
then

IXL_,-- x = o, x,x=x=... X,,.

However, if X = -0, XxXmX s ... X_, then

[X]d,,'-- 1, XiX_,... X,,

Thus, the direct code of a binary number coincides in its representation

with the writing of the number itself, but there is either a 0 or a 1 in the

sign place, depending on whether the number is positive or negative.

The inverse or base-minus-ones code. The base-minus-ones code of the

number X is denoted by [X]t,v. As already noted, the base-minus-ones code or
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inverse code of a positive number is the same as its direct code.

for X > O, we have

[X_., =[[X_i,=X{

Therefore:

For a negative number the inverse code is obtained by the following rule:

in the sign place of the number we write one, and in the digital places the

zeros are replaced by ones and the ones by zeros.

Thus, if we have the negative number

X=--O, X_X, ,X, X,

its representation in the inverse code will be

lXL. , X,X, X, X.

where X-i = I if XI = 0 and Xi = 0 if X_ - I.

Example. X= --0.10001_. [_=v = 1.011101.

In digital computers, the addition of inverse codes by the appropriate
rules gives the inverse code of the sum.

Complement code. The ca_plement code of the number X is denoted by [X]ee ".

For X > O,

[_,. = l_di= X.

The complement code of a negative number is obtained by the following
rule: in the sign place of the number we write a one, while in all the digital

places the zeros are replaced by ones, and the ones by zeros, and one is added

to the lowest digital place.

Thus, the complement code of the negative number

where

X=--O, X,X=X,...X_. .X,, ,ill b_

[xl = X. +
cos _ p] aces

_i"l if Xl--O, and X,--O if X,"|.

Example. X= --0.110111; [A_co- : 1.0010_ + 0.0_001 = 1.001001.

It is easy to prove that the complement code of a negative binary fraction

is its complement to two, i.e.,

= + x,

where i0 denotes two in the binary system.
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When complement codes are added in the computer by the appropriate rules,

we obtain the complement code of the sum.

Besides the inverse and complement codes, some digital computers use modi-

fied inverse and complement codes. As we shall show below, these are more con-

venient to detect overflow, which may occur on addition.

In modified codes the signs of the numbers are represented by two binary

places: a plus is represented by two zeros and a minus by two ones.

The modified inverse code, The modified inverse code of the number X is

denoted by [Xl_,v. Proper binary fractions are translated into the modified

inverse code by the same rules as into the inverse code. The only difference

is that two places are used to represent the sign in the modified inverse code.

M

Emample. X = -0.i00010; [X]tl , = Ii.011101.

Modified complement code. The number X in the modified complement code

is denoted by [X]_o ,. The numbers are translated into this code in the same

manner as into the complement code, but two places are used to indicate the

sign.

Example. X = -0.ii0111; [X]emo, = ll. O010dl.

Section 8. Addition of Numbers on Computers

Addition of numbers on fixed-point computers. In fixed-point computers,

numbers are added in complement or inverse code. It is compulsory here to ob-
serve the condition that each of the sunmmnds and their sum in absolute value

shall always be less than unity.

Addition of numbers in complement code. The complement codes of the num-

bers are added, place by place, and the sign places are added like the integer

places.

A feature of the addition of complement codes is that a carry one, formed

on addition of the sign places, is not taken into account, i.e., is discarded.

Let the numbers X and Y to be added be proper fractions and IX + Y I < i

(absolute value of the sum is less than 1 ). When the complement codes of num-

bers satisfying these conditions are added, four different cases may occur.

Let us consider them on the basis of examples.

Case i. X > O; Y > 0 (sunm_nd is positive).

Direct Code C_mptement Code Addition in
Comp I.Code

+ X = 0.101001 -..,. IX] = 0.101001 -,. O.lOlOOI

L3A
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In the left column, the numbers are added in the direct code; then both
numbers and their sum are converted into the complement code (center column).

In the right column; the two r;'-_,_orsare added in the complement code. Compar-

ing the sum obtained with the third line of the center column, we convince our-
selves that these numbers are the same. This case shows no peculiarities of

addition in the complement code, because the mmmands are positive and their

representations in the complement and direct codes are identical.

Case 2. X > O; Y < O; X + Y < O.

One of the sunm_nds is positive, the other is negative, and their sum is

negative.

In exactly the same way as in the last case, we write in the left column
the direct codes of the mmmamds and find their sum. We then translate the

sunm_nds and the sum into the complement code and in the right co]umn perform

the addition in the complement code.

Direct Code

X--'-- 0.001101 -,-
"i- Y==-- 0.101001

X+ Y=--O.OIIIO0-+ IX+ Yl_o.,--I.I00100_

Complement Code Addition in
Compl. Code

[XLo_= 0.001;Oi -,- + O.O01lOl
[Y]_°m-----1.010111-,- 1.010111

1.100100

It will be clear from the example that the sum obtained by adding the com-

plement codes is a representation in the complement code of the actual sum of
the numbers X and Y.

Case _. X > O; Y < O; but X + Y > 0

Direct Code Complement Code

X_ 0.101001 _ IX] _, =0.101001

+ Y =--0.001101 -._ [/]_o, = 1.110011 -,-

x + z = oo111 Ix+ rloo=oo111 

T

Addition in

Comp 1. Code

0.101001
+ 1.110011

10.011100

J
0.011100

The carry one obtained in the column of integers after addition in the

complement code is rejected, as indicated by the arrow.

Case 4. X < O; Y < O; X + Y < O.

Direct Code Complement Code

! %Wl

--. ........ t,_i_o, _ i.0i0i i i+ A'_ h lnlnnl.-_
Y -- -- 0.001101_ [Y]_o.-----1.110011

X+ Y=--O.llOllO-,. IX+ Y]_o.= 1.001010

T

Addition in

Compl.C_de

1.010111
+ 1.1100il

11.001010

.T
1.001010
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It will be clear from these cases that the addition of numbers in the

complement code will also always give the sum in complement code if the above-
mentioned definite conditions are observed.

Addition of numbers in inverse code. Inverse codes of numbers are added

in the same way as complement codes, place by place, and the sign places are
added llke the integer places.

A feature of the addition of inverse codes is that a one carried from the

sign place (if any) is added to the lowest place of the sum of the codes (the

so-called cyclic carry or cyclic shift).

Four cases may occur during the addition of inverse codes.

Case i, X > O; Y > O; thus also X + Y > O.

Since the summands are positive, their representations in the inverse and

direct codes are the same, and therefore the representations of the sum in both
codes are also the same.

Case 2, X > O; Y < O; X + Y < O.

As in the discussion on the various cases of addition of complement codes,

we will add the numbers in the direct and inverse codes and compare the writ-

ings for the sums so obtained.

Direct C_de Inverse Code Addition in
Inverse Code

X-- 0.001001 _ IX]_s _ 0.001001 -,. + 0.001001
"1"Y-.--O.IIO001 _ [Y_n, " 1.001110-* 1.001110

X + r-" o.lolooo-, IX+ rl,s,- 1.olo111-, 1.olo111

In this case, there is no cyclic carry.

_. X > O; Y < O; but X ÷ Y > O.

Direct Code Inverse Code

X==0.110001 -_ ]X]t.. ==0.110001 -_
+ Y'- -- 0.001001 "-," [Y]i., *= 1.110110 -_

:X+ Y--0.10iooo-,. IX+ Y1_.,--o,1olo00

l

Addition in
Inverse Code

0.110001
•"F 1.110110

10.100111
T------_-- 1 +

_0.101000

In this case, there is a cyclic carry; the carried one obtained in the
integer place, is added to the lowest place of the sum of the inverse codes.

Case _. X < O; Y < O; X + Y < O.
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Direct Code Inverse Code

.{ X ==--0.I I0001 -_ [X]i,_ l.OOlllO _
Y_. --0.001001 _ [Y]i,v--'-- I.II0110"_

x + IX + rl ,=
#

[

Addition in
!nverze Cede

1.001110
+ I.II0110

I 1.000100 +
T. ,I

l.O00 Ol

The discussed cases show that if the above definite conditions are ob-

served, the addition of numbers in inverse codes gives a sum which is likewise
In inverse code.

Indications of overflow on addition of numbers in complement or inverse

code. If, in additions in the complement or inverse code, the sum exceeds uni-

ty in absolute value, there will be overflow. This leads to a distortion of
the result and is therefore inadmissible in normal operation.

Example 1. Overflow on addition of complement codes of numbers.

Addition in
Direct Cede Complement Code Compl. Code

+x --o.lollol l.OlOOIl +l.OlOOlly _ cos -- i ,00101 i 1.00101|--0,110101 ffi

"X+ Y ==--1.100010 IX+ }_ co=does not exist ._10"011110
I

The result of addition in the complement code is O.011110.

In this example, as a result of the addition, we obtained the complement

code of the positive number O.Ollll, while the actual sum of the numbers is

negative, -1.10001.

Example 2. Overflow in addition of inverse codes.

Addition in
Direct Code Inverse C_de Inverse Code

I Ii::: ,.oo,,o,--O.llOOlO i.001101 + I.I00000+ 0.011111 I. 100000

X_ Y-_--I.OIO00[ [X-b Y_'av does not exist 10.[0||0|
_____.. I+

The result of addition in the inverse code is O.lOlllO. This does not

correspond to the actual sum of the numbers.

In case of over_ow, the computer must be stopped immediately and the

scale factors so changed as to exclude the possibility of further overflow.

Obviously, in automatic operation, the computer itself must independently

detect overflow and stop.

Let us consider how overflow can be determined in addition of numbers in

29



the complement or inverse codes.

Overflow occurs in cases when the sunmaands X and Y have the same sign.

A detailed study of how overflow takes place will show that the existence

of opposite signs of the sum and the sunm_nds may serve as a criterion for

overflow. If the integral parts of the complement or inverse codes added were

units, then in the integral part of the sum we would get a zero and, conversely,

if the integral parts of the codes added contain zeros, a one is obtained in

the integral part of the sum.

Consequently, to fix the time of overflow, a mechanism for comparing the

integral parts of the mmmmnd numbers is necessary. If the integral parts

coincide, then this mechanism must compare the integral part of the sum with

the integral part of one of the sunzmnds. If these parts do not coincide, the

mechanism would have to issue a control signal to stop the computer. Such a

mechanism would be very complex, making this method of detecting overflow in-
convenient.

It is less complicated to detect overflow when using a modified complement
or inverse code.

Addition of numbers in modified complement code. In a modified complement

code the numbers are added in the same way as in the complement code.

Four cases are possible in addition.

I)

Addition in
Direct C_de Modified Complement Modified

Code Comp]. Code

x = o.oo_ lOl [X]_o. = oo.ool 1oi oo.oo_ lol

Y= 0.II0001 [Y]¢_ = 00.II0001 00.IlO001+

X+ Y=O.IIIIIO [X+ Y]'o =00.IIIII0 00.111110

2) x---- o.lloool [xlo,,o.-. oo.i looot oo.11oool

z------- o.oollol [YI_o, _ 11.11OOll 11.11ooll +

X+ Y _ 0.I00100 [X+ Y]_o=-_00.I00100 I00.I00100

---- J
_[- 00.100100

a) X = 0.001101

Y ..._-- 0.110001

X + Y ------- 0.100100

[x]- --- oo.oo{{o{
COlt

lYlo"o.= 11,oo1111

[X + r]¢'o. 11.011100

00.001 I01

II.001111

I 1.01 i I00

+
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4) X_ -- 0.001 i0I [X]=_.-_ 11.110011 11.110011

Y--.--O.110001 [Y]" =11.001111 11.001111 '
corn

X+ Y_O.111110 IX+ Y],:"o="- 11.000010 111.000010

"------" .,T4,

I 11.000010

Addition of numbers in modified inverse code. In the modified inverse

code, numbers are added in the same way as in the ordinary inverse code.

Four cases will be encountered here.

I)

2)

Addition in
Direct Code Modi fled ]nver se Mod£ fied

Code Inverse Code

x=o.11oooI [x_-=oo.11oooi 00.11ooo1
}'--o.ooloo: iyl_L=oo.oo:ooi + oo.ooloo:

X+ Y---O.IIIOIO [X+ Y]" -_00.IIi010 00.III010
inv

X _ 0.I I0001 [X]_, _--00.I I0001 00. I I0001

Y_-----O.O01001 [Y_._,_.II.II0110 + II.II0110

X + Y ----0.I01000
[X+ Y]" ----00.101000 ._00.10011t

1

I 00.I01000

3) X = 0.001001 [X]_',,= 00.001001 00.001001

Y=--o.11oooi [Yli".----11.001110 -i--II.001110

X+ Y _ -- 0.101000 IX -{- YI_., = 1i,010111 11,010111

4) X=-- 0.001001 [X]_i, = 11.110110 ll.llOllO

Y=--O.IIO001 [Y]_,,= 11.001110 + 11.001110

X + Y-----0.111010 IX + Vl_., ffi :I.000101
÷

I" i ,

111.0001 O0 +
T ,1

11,000101

Overflow during addition of modified codes, Overflow during addition
of modified codes occurs in cases where the sum in absolute value is greater

than unity. As in the addition of simple codes, overflow takes place when the
_a_mands are of ....L,n_ same _,_gn. Let us consider _p_o_ v± v,o_u..

Emample i. Overflow during addition of modified complement codes.
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X= 0.II|00| M-- [XLo_ = II.o00__I I1.000111

Y = --0.110100 [YI_o = l_.OOllO0 + 11.001tO0

X+ Y=--I.I01101 IX+ Y]cMo. does not exist 110.010011

Result of addition : 10,010011.

Example 2. Overflow during addition of modified inverse codes.

X= 0,110101 [Xl_ = 00.110101 O0.1lOlOl
lnl¢

Y = 0.101101 M + 00.10110l[Y] in= 00.101101
M

X+ Y = 1.100010 IX+ Flin v does not exist Ol.lO0010
t

Besult o£ addition

It will be clear from these examples that overflow during the addition of

modified codes is manifested in the fact that the result obtained during addi-

tion cannot be formulated in any of the modified codes. The criterion of over-

flow is the disagreement of the digits obtained in the two highest (sign)

places.

Thus, in order to detect the instant of overflow the digits in these

places must be compared by the aid of a special unit. If the digits disagree,

the unit must generate the corresponding control signal.

A unit for overflow control is simpler than for the addition and numbers

in unmodified codes, since it performs only the single operation of comparison.

Addition of numbers on floating-point machines. In adding numbers on

floating-point computers, the exponents of the sunm_nds are first equalized and

then the mantissas are added. The exponent of the sum is the total exponent of

the summands. The equalization of exponents consists in increasing the lower

exponent of the number to a higher exponent with the corresponding change in

the mantissa.

The mantissas are usually added in one of the modified codes by the above

rules. Three cases can occur. We shall consider them on specific examples.

All writings are given in the binary system with respect to the memory loca- /37

tion of a floating-point computer (cf. Fig.A). The calculations are performed

in modified inverse code.

Case i. Addition proceeds without overflow or disturbance of normaliza-

tion.

The following entries have been made in the locations of the computer:

_ummand X 1 100100110 0 01I.

Summand }' 0 110001101 0 101.
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The addition is performed in several stages.

First sta_e. Shift to the right of summand X (denormalization) to equalize

its exponent Oll with the exponent lO1 of _nd Y. After the shift, the

entry of the summand X will be of the form

X I OOlO01001 0 I01.

Second stage. Conversion of the mantissas of X and Y into modified in-

verse codes.

MantissaX II II0110110,

Mmtissa Y O0 II0001101.

Third stage. Addition of mantissas:

X II II0110110

Y O0 II0001101+

I00 I01000011
+T .I

X + Y O0 101000100

Fourth stage. Conversion of the sum X + Y into direct code

0 101000100

and writing out the result:

X+ Y 0 101000100 0 101.

Case 2, The addition proceeds without overflow, but the result after

conversion to direct code is found to be nonstandardized. This case is called

a rightward impairment of normalization.

Normalization is performed before input of the result to the memory loca-
tion.

The memory cells of the machine have the entries:

_Cu_rn_d X 0 I00100110 0 100.

° Y i _nnlnln_n 0 11n
_I.III1TI _#ll U 1 VV,I.V,t v AV • &_'_

The addition is performed in five stages.

First stage. Equalization of exponents. After shifting, the first ex-
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ponent is entered in the cell in the following manner:

X 0 001001001 O 110.

Second stage. Conversion of both mantissas into modified inverse code: /38

Third stage.

X O0 001001001

Y I1 0t1010101.

Addition of mantissas:

X O0001001001
Y 11 011010101

X+Y 11 100011110

Fourth stage. Conversion of the result into direct code:

X+Y 1 011100001 0 II_

Fifth stage. Normalization and entry of the result:

X+Y 1 11]000010 0 101.

Case 3. Overflow takes place during addition. To determine the procedure

in this case, two facts must be noted:

a) The cause of the overflow is that the sum IX + Y I a i. Obviously, if
after equalization of the exponents the mantissas were shifted one place to the

right, there would be no overflow.

b) The criterion of overflow is the presence of different digits in the

sign places, the combination O1 indicating that the sum is positive and the

combination 10 that it is negative. Consequently, from the left of the two
sign places we can immediately establish the sign of the sum (0 - "+"; 1 -

._ tl_t! ).

Starting from these facts, we can immediately obtain the sum without re-

peated calculations. For this purpose, we must shift the result of the addi-

tion one place to the right (and increase the exponent by one) and then intro-

duce into the second sign place the figure standing on the left place. These

operations are performed automatically by the computer after the comparator

generates a signal indicating the presence of different digits in the sign

places. The computer then operates as in the preceding cases.

This case of overflow is customarily called a leftward impairment of
normalization.

Example:
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First stage,

Second stage,

X I I010110110 II0;

Y 1 1100011010 101.

Shift of second mmmmnd to equalize the exponents:

Y 1 011000110 0 110.

Translation of the mantissas into modified inverse code:

X I1 010100100;
Y 11 100111001.

Third stage. Addition of mantissas: /39

:{_X 11 010100100Y 11 100111001
110 111011101

"-" +
I__________. 1

X+ Y lO 111011110

There is a leftward i_pairment of the normalization.

Fourth stage. Shift of the result to the right:

II 011i01111.

Fifth stage. Conversion into direct code and write-out of the result:

1 100o10000 0 111.

Owing to the rightward shift (fourth stage) the exponent has been increased

by one.

Section 9. Multiplication of Numbers on Computers

On digital computers numbers are multiplied in direct code. The multi-

plication sign is defined by the addition of numbers designating the signs of

the co-factors, and the unit of the highest place (carry) formed on addition is

lost.

The addition is performed by the following rule:

0+0_0; 0+I=I; I+0---_I; I+I=G

The results obtained by such addition are in complete agreement with the

well-known product-sign rule of algebra:

(+). (+) = (+); (+). (-) _-(-); (-). (+) = (-);
(-). (--) = (+).
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After determining the sign of the product, the numbers themselves are
multiplied.

Multiplication of numbers in fixed-point computers. Numbers represented

in the natural form are multiplied by the ordinary rules of arithmetic for

binary numbers. The process of multiplication may be accomplished with a shift

of the mnltiplicand to left or right. In the former case, the multiplication

begins with the least significant digit of the multiplier, and in the latter

case with the most significant digit.

Example:

Leftward Shift Rightward Shift
of Multiplicand of Multiplicand

)llOl vllOl
I011 _I011

llOl llO'--_
llOl + llOl

+ llO1 llOl

lO001111 lOdOllll

Let us call the product of the multiplicand by any place of the multiplier

a partial product. In multiplying binary numbers, the partial product is

equal to the mnltiplicand (if the corresponding place of the multiplier is ono)
or equal to zero (if the corresponding place of the multiplier is zero ). For

this reason, multiplication actually is performed by successive shifts of the
multiplicand and addition of the partial _roducts obtained as a result of the
shifts. _!!i

Multiplication of numbers on floating-point computers. On floating-polnt
computers mnltiplication of numbers is accomplished in four stages:

I) determining the sign of the product;

2) determining the exponent of the product by algebraic addition of

the exponents of the co-factors;

3) multiplying the mantissas of the co-factors;

A) normalizing the result (if necessary).

Mantissas are multiplied in the same manner as numbers in fixed-point

computers.

The sequence of work in multiplying numbers on floating-polnt computers

will now be illustrated by an example.

E_an_le. X - 0.00101101; Y =-i0000.I. Find the products XY. In the

memory cells of the computer the co-factors are entered as follows:

X O 101101000 1 010

Y I 1000010000 101.
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First stage.

Second stage.

Third sta_e.

Determining the sign of the product:

0+I _I

Determining the exponent of the product:

(--o10) + (101) = +011.

Multiplying the mantissas by the co-factors:

0.101101
X 0.100001

lOllO1

101 101
0.010111_-1 1-_

Since the memory location has nine places for the mantissa, the last three

places of the product, set off by the double vertical line, will be lost. The

result of multiplication will be of the following form:

1 010111001 0 011.

Fourth stage. Normalization of the result:

1 101110010 0 010.

Section i0. Division of Numbers on Computers

Division is a process inverse to multiplication. If it is possible to

multiply nun_ers by the method of multiple addition, then it is possible to

divide them by the method of multiple subtraction. In the binary system this

method is very convenient, since the digits of the quotient take only the /A1

two values 0 and 1.

Let us consider the general procedure of the work of performing the opera-

tion of division by the method of multiple subtraction (for binary numbers).

The digits of the quotient are determined successively, beginning with the

most significant digit, by subtracting the divisor from the remainder obtained

from the preceding subtraction. In determining the first digit of the quotient,

the entire dividend is taken as the remainder.

After each subtraction, the divisor must be shifted to the right relative

to the dividend. If the remainder is positive or zero, then the digit of the

quotient is 1. If the remainder is negative, then the digit of the quotient

is O. To obtain the next digit of the quotient after a zero, the divisor,

shifted an additional place to the right, m_st be subtracted from the last

positive remainder.
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_sple.

Dividend 1 1 I I 0 I 1

Divisor -- 1 0 I 1 0 I 0

First remainder • -- 10000 I I l--tOT

Second remainder 10 I 10 I 0 0

(negative) . . -- I 0 I 10

last positive
remainder . . _ I 0000111

1011010

q_ird remainder . I 0110 I_

lOllOl

Fourth remainder • 000000

I 1 1lOllOl

00 I 0 I |--quotient
¢¢

Division of numbers on fixed-point computers. The sign of the quotient,

as in multiplication, is determined by adding the digits forming the signs of

the dividend and divisor. On digital computers the operation of subtraction

is not performed, and therefore successive subtraction of the divisor is re-

placed by addition of remainders and the inverse or complement code of the

divisor. The remainders are also obtained in the corresponding code.

As we know, in adding complement or inverse codes the adders performing

the operation of addition operate under the condition tha+ both the summands

and the sum itself do not exceed unity in absolute value. In view of this,

the dividend and divisor must be less than unity, while the dividend must be

less than the divisor, so that the quotient is likewise obtained less than

unity. The necessary values of the dividend and divisors are set up by corre-

sponding selection of the scale factors.

Let the dividend be X, the divisor Y, the remainders XI, X_, X_, ...,

, ..., X_, and the digits of the quotient Zx, Z_, Zs, ..., _, ..... Zn.

The rule of division can be formulated as follows: to determine the ___

k-th digit _ of the quotient after the point, the divisor Y, shifted k places

to the right, must be subtracted from the last remainder _-I, i.e., 2-k Y must

be subtracted. If the resultant remainder _ = _-I - 2-k Y is positive or

zero, then the digit of the quotient _ = 1. If _ is negative, then the

digit of the quotient _ = O. To determine the digit _÷_ of the quotient

after a zero, the last positive remainder X__ I must be restored, for which

purpose the divisor Y, shifted k spaces to the right, must be added to the re-

mainder _, i.e., _-x = _ + 2-k Yr The restored positive remainder is taken

as the remainder _, and from it 2-_k+l) Y is subtracted, i.e., the divisor is

shifted still another place to the right. The division continues similarly
thereafter.

To determine the first digit Z I of the quotient after the point, the

zero-th remainder Xo is the entire dividend, from which the divisor, shifted

one place to the right, is subtracted.
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Let us illustrate this rule by an example.

X
Exam_!e_ W = n Ic_i0!1. Y - _ _ .....

Y

For clarity, all operations will be performed in direct code.

0.1001011 [0.101001 -- divisor
Dividend " "-- I01001 O.lllOl-- quotient
Shift divisor to the right •

first remainder . 1000100

Shift divisor to the right . . -- 101001

second remainder . 0110110

Shift divisor to the right • • -- I01001

third remainder . 0011010

Shift divisor to the right • -- 101001

fourth remainder (negative). --01111

Restored third remainder • II0100

Shift divisor to the right • --I01001

fifth remainder . . OOlOll.

Since five shifts were made, the remainder from the division is O.001011 x
x lO-I°I •

It follows from the above exposition that two cases can be encountered in

division, depending on the sign of the remainder Xk :

I) _ _ O; next remainder will be

Xj+,= X_- 2_j+". (3)

2) _ < O; in this case the preceding remainder must be restored:

X,_,= X, + 2-JY. (_)

Next remainder will be

(5)

A method exists which, after getting a negative remainder _, permits

immediate determination of the next remainder Xk+_ without restoring the last
remainder _-i. Let us derive the formula for this method. In eq. (5), let us

substitute the value of _-I from eq.(_):

.¥_+,= ..v.__--2_'+'-_}"= X, + 2-_Y--2-'-'+:)Y = X_+ 2-_+_;Y;

X.+,= X, + 2-I*+"Y. (6)

Thus, after obtaining the remainder _ < O, we can find the next remainder
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_÷_ from eq.(6) without restoring the last remainder _-I- For this purpose,

to the negative remainder _ we must add the divisor, shifted an additional
place to the right. This method is used in modern digital computers.

In accordance with eq.(6), in the example under consideration the last

remainder can be found immediately without restoring the third remainder ix the

following way:

fourth remainder (negative) ................ -Ollll

Shift divisor one place to the right ......... 1OlOO1

Fifth remainder OOIOll

Depending on the above two cases, the computer may operate in two cycles:

a) If the next remainder _ _ O, then the next cycle consists in subtract-

ing the divisor shifted one place to the right, from the remainder _ [see
eq.(3)].

b) If the next remainder _ < O, then the next cycle consists not in sub-

tracting but in adding the divisor shifted one place to the right to the re-

malnder _ [see eq. (6)].

In floating-point computers the operation of division is performed in four

stage s:

l) determination of the sign of the quotient;
2) determination of the exponent of the quotient;

3) determination of the mantissa of the dividend over the mantissa of

the divisor;
A) normalization of the result (if necessary).

The sign of the quotient is determined in the same manner as in multipli-

cation. For determining the exponent of the quotient, the exponent of the

divisor is subtracted from the exponent of the dividend, allowing for their
sign.

The mantissas are divided in the same way as in fixed-point computers,
but here the dividend need not be less than the divisor. As a result of the

division we may obtain a number greater than unity (impairment of normalization

to the left) or less than half (impairment of normalization to the right). In

these cases the normalization of the result is performed in the same way as is

done in the addition of numbers assigned in the normal for_

In order to simplify the arithmetic unlt, division in many digital com-

puters is replaced by multiplication by the reciprocal.

k

Let it be required to determine the quotient Z - -_- • The computer de-

1
termines the quantity Y - -_- and then finds the quotient Z - kY.
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The quantity Y is determined by a special program which will be considered
later (see Chapter VIII).

Section ii. Elements of Mathematical Logic

All the circuits of the control and computing units of electronic digital

computers are built of elements that perform logic operations. Such elements
are customarily called logic elements.

Logic in the general sense is the science of the canons and criteria of

validity in thought, while symbolic or mathematical logic is the science that

deals with the application of mathematical methods to the solution of various

logical problems. In digital computers the initial part of mathematical logic

is mainly used. This is the calculus of propositions, or logical algebra. In

the foreign literature, logical algebra is often called Boolian algebra, from

the name of George Boole, who developed many propositions of mathematical logics
in the second half of the last century. Mathematical logic began to find

practical application only in the 19AO' s. At this time there appeared complex

switching circuits in automatic telephone systems and in computing mechanisms;
to calculate these circuits the apparatus of mathematical logic had to be called

upon. Today mathematical logic is widely used in the design and analysis of

various logic circuits, as well as in the description of their operation.

The concept of the proposition and its truth value. The subject of logi-
cal algebra is what are called propositions.

A proposition is any assertion that can be said to be either true or false,

for example, snow is white, water is hard, it is now 9 AM, etc. Propositions
are evaluated only from the point of view of their truth or falsehood. No

other criteria (good proposition, bad proposition, etc. ) are considered in log-

ical algebra. A proposition cannot be simultaneously both true and false.

Let us define still another idea, the truth value of a proposition. If a

proposition is true, it is said that its truth value is one, if a proposition

is false, then its truth value is zero. Two propositions are called equivalent
if thei _ truth values are the same.

Thus the truth value of a proposition is a variable quantity which can

take only two discrete values, zero or one, like the digits in the binary
system of notation.

This makes it possible to apply the binary system to the calculation of the

truth values of various propositions. This remarkable property of the binary

system has been responsible for its widespread use in electronic digital com-
puters.

Propositions may be single or compound. A compound proposition is obtained

by combining simple propositions by the aid of so-called logic operators.

Logical algebra is concerned with establishing the relationship between
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simple and compound propositions, mainly by solving the following problems:

Finding the truth values of a compound proposition as a function of the

truth values of the simple propositions of which it is composed.

Finding the truth values of the simple propositions that make up a

compound proposition as a function of the truth value of that compound

proposition.

Fig.7 General Symbolic Designation of

a Logic Element

Let us denote simple propositions by the first letters of the Latin alpha-

bet (A, B, C, D) and compound propositions by the last letters (P, Q, R, S).

The equivalence of two propositions is denoted by the equality sign, and

the truth value of any proposition by the same letter as the proposition itself.

For example the notation A = 1 means that the proposition A is true, i.e., the
truth value of the proposition A is unity. The notation B = 0 means that the

proposition B is false, i.e., its truth value is zero. The notation A - C

means that the propositions A and C are equivalent.

The logic elements of electronic digital computers representing logic

operators are constructed of various electrical circuits. In this case, simple

propositions are represented by signals arriving at the input of the circuit

and complex propositions by the output signals. If there is a signal, then the

truth value of the proposition it represents is unity; if there is no signal,

then the truth value of the proposition represented by the signal is zero.

Since a logic element of a computer represents a specific logic operator, a

strictly determinate combination of input signals corresponding to the truth

values of simple propositions _ast correspond to the presence (or absence) of a

signal at the output of a circuit. The realization of logic operators inside

the circuit is accomplished by the aid of switching circuits.

Figure 7 shows the conventional representation of a logic element. The

signals A, B, C, representing simple propositions, are applied to the input of
the element.

In the general case, a logic element may have several inputs and out-
puts (P, Q, R... ). This means that its circuit realizes several logic opera-

tors. To a definite combination of signals at the inputs of the elements there
corresponds a definite combination of signals at their outputs.



Let us consider the logic operators most often encountered and the com-
pound propositions corresponding to them.

Logic operators. The first of the three operators considered below are
the fundamental logic operators.

Fig.8 Conventional Designation of the

Logic Element NOT (Inverter)

i. Negation (lo_ic operator NOT). This operator signifies the negation of

the original proposition._ Negation is denoted by a macron above the designa-

tion of the proposition: A (read "not A"). The sign of the logic operator "-"
is read "not".

TABLE 5

TABLE OF THE LOGIC OPerATOR NOT

(N]K_ATION )

IoI,

The negation of the proposition A is the term applied to the compound

proposition P, which is true if the proposition A is false and false if the

proposition A is true.

The logic operator NOT is written by the following formula:

P=A ( read :.P is not A').

The same logic operator can be illustrated by a Table showing the truth

values of the compound proposition P as a function of the truth values of the

simple proposition A composing it (Table 5).

The logic operator "negation" is realized in electrical circuits by the

logic element NOT. As applied to electrical circuits, this operator means that

a signal appears at the output of the circuit if there is no signal at its in-

put, and conversely, a signal will be absent at the output of the circuit if

there is a signal at its input.
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The logic element NOT in the circuit of a digital computer is often called

an inverter. The symbolic designation of an inverter is shown in Fig.8.

2. Logical multiplication (the logic operator AND). The logical operator

AND is symbolically denoted by the multiplication sign:

P=A.B ( read : ,P is Aa, dB').

A coupling between simple propositions such that a compound proposition

is true only when all the constituent simple propositions are true is called

logical multiplication. This coupling is illustrated in Table 6.

TABLE 6

TABLE OF THE LOGIC OPERATOR AND

(LOGICAL MULTIPLICATION)

a ] o , ] o z

s [ o o [ z ,

V=A.B[ 0 0 I 0 z

A_S8

a 5

8 AND 8 coinc.
C C

C d

Fig.9 Symbolic Denotations of the Logic Element AND:

a- At two inputs; b -At two inputs (gate); c- At

three inputs; d - At three inputs (coin-

cidence circuit)

The logic operator AND is sometimes called conjunction and is symbolically_
idenoted by the following symbols:

P----AAB; P=A&B.



We shall denote the operator AND by the multiplication sign.

In the electrical circuits realizing the logic operator AND, a signal

appears at the output of the circuit only if there are signals simultaneously

at all its inputs.

A circuit reproducing the operation of logical multiplication has been

given various designations, of which the following are the most frequent:

logic circuit AND;

coincidence circuit;

gate (AND circuit with two inputs).

8 cs
a b

Fig.lO Conventional Symbols for the Logic Element OR

a - At two inputs; b - collector circuit at

three inputs

Figure 9 shows various designations of the logic element AND encountered
in circuits.

TABLE ?

TABLE OF THE LOGIC OPERATOR OR

(LOGICAL ADDITION)

I o I , o ,

P_A+B[ O ] I[ I I I

3. Logical addition (logic operator OR).

bolically represented by the addition sign:
The logic operator OR is sym- /AS

P= A + B ( r,a_ .: ,P ;a _,A _or" B').-



Logical addition denotes the relation between simple propositions such

that the compound proposition is true if and only if at least one of its com-

ponent simple propositions is true, and false if and only if all these

simple propositions are false (Table 7).

The logic operator OR is also called disjunction and is symbolically de-

noted by the symbol:

P-_AVB.

We shall use the former symbol (P = A + B).

In electrical circuits realizing the logic operator OR, a signal appears

at the output if and only if a signal is fed to at least one of the circuit
inputs.

A circuit reproducing the operation of logical addition is usually called

an OR gate or a collector circuit. It is sometimes termed a disjunctive cir-
cuit.

Figure i0 gives versions of the symbolic representation of the logic ele-
ment OR.

TABLE 8

TABLE OF EQUIV_CE OF TWO PROPOSITIONS

A 0 1 0 I

oloi, I ,
, I o Lo i ,

Elements realizing the basic logic operators NOT, AND, and OR are called

basic logic elements in digital computers.

A. E_uivalence of two propositions. This operator is denoted by the /L9
symbol "_". The notation A _ B is read: "A is equivalent to B".

The equivalence of two propositions A and B is the compound proposition P,

which is true if and only if the simple propositions of which it is composed
are simultaneously either both true or both false (Table 8).

The formula for equivalence is as follows:



P = A _ B (read: "The truth of the proposition P is the

truth oi the proposition that A is equivalent to B").

The logic operator of equivalence permits us to obtain another logic oper-

ator "negation of equivalence" which is widely used in electronic digital com-

puters.

5. Negation of the equivalence of two propositions. This operator is ob-

tained by the aid of two operators already considered by us: negation and
equivalence. It is written _ (the equivalence of A and B is negated). For

convenience, a special sign has been introduced to represent the negation of

equivalence; using it, this operator will appear as follows:

P = A _ B (read: 'The truth of the proposition P is the

truth that A is not equivalent to B").

The negation of equivalence is a compound proposition, which is true only

when the simple propositions of which it is composed have opposite truth
values (Table 9 ).

TABLE 9

TABLE OF NEGATION OF EQUIV_CE

I0 i°ll
0 °Lrl

The electrical circuit realizing the operation of negation of equiva- /50

lence operates as follows: A signal appears at the output of the circuit when
there is a signal on only one of its inputs; there is no signal at the output

if there are simultaneously either signals or no signals at its inputs.

The logic circuit reproducing the operation of negation of equivalence is

called a comparator circuit (it is also called an OR - OR circuit or a non-

equivalence circuit).

Its function actually is to compare the two quantities fed to its input.

If a signal is applied to one input but not to the other, this means that dif-

ferent values have appeared at the inputs of the circuit. A signal appearing
at the output will indicate this. If the same values arrive at the input of

the circuit, there will be no signal at the output.
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Basic laws of logical algebra. There are four fundamental laws of logical

algebra: commutative law, associative law, distributive law, and the law of
inversion.

I. Commtative law:

for addition A + B = B + A;

for multivlication A.B=B.A.

(7)

2. Associative law:

for addi tion (A -[- B) _- C = A -}- (B -[- C);

for multiplication (AB) C=A(BC).

(9)

(lO)

3. Distributive law:

for addition (A + B) C ----AC + BC;

for multiplication A8-.[- C=(A + C)(B_-C).

(lZ)

(12)

/t. Law of inversion:

for addition

for multiplication

A+ Sf-J.B-',

A.B=A+B.

(13)

The commutative and associative laws, as well as the distributive law for

addition, are encountered in ordinary algebra and require no special proof.
The distributive law of multiplications and the law of inversion do not exist

in ordinary algebra. We will prove the validity of the law (12) by the aid of

Tables of truth values of the compound logical relations described by expres-

sion (12). If the truth values for the right and left sides of this expression
coincide, the law will be proved.

To construct a Table proving the validity of the law (12), we _mst set up

all possible combinations of the truth values of the propositions A, B, and C.

There are eight such combinations, to which eight columns of the Table corre-

spond. We shall also find the truth values of the compound propositions com- /51
posed of the propositions A, B, and C (Table lO).

A comparison of the starred lines will show that they are the same. Con-

sequently, the validity of eq.(12) has been proved. The validity of the law of
inversion can be proved in a similar manner.

Transformation of logical expressions. In solving various problems con-

nected with the development or analysis of the circuits of digital computers,
very complex logic functions may result. If the logic circuits are constructed

directly from such functions, they will be extremely unwieldy. In many cases,

however, by making use of the fundamental laws of logical algebra and the re-

sultant consequences, complex logic functions can be substantially simplified.



It is proved in logical algebra that any compound proposition can be con-

such operators are called basic operators, and the logic elements realizing

them are called basic logic elements.

TABLE I0

PROOF OF VALIDITY OF THE DISTRIBUTIVE LAW FOR

LOGICAL MULTIPLICATION

o11 I o !

B 0 1 0 I I I

C 0 ] 0 0 ! I"

A.B 0 [ 0 I 0 I

I 0AB+C 0 I I

A+C 0 l I I

B+C 0 I I I !

j (A+C)(B+C) 0 [ l ] l

0

I

0

0

0

I 0

0 I

0 0

0 I

0 0

I I

0 0

I I

I I

I I

I 1

The simplification of complex logic functions can be accomplished by

transforming the expressions, so as to decrease the number of basic logic oper-

ators. This leads to a decrease in the number of basic logic elements realizing

the complex logic functions and thus to a simplification of the entire logic

circuit.

Some relations can be simplified by making use of the fundamental laws of

logical algebra.

Given the expression P = AC + BC. This expression includes two AND oper-

ators and one OR operator. Making use of eq. (ii), the relation P can be /52

simplified by removing C from the parentheses:

P=(A+S)C

This expression is simpler, since it contains one AND operator and one OR

operator.

Making use of the properties of the basic logic operators and the laws of

logical algebra, a series of propositions can be set up which will help con-

siderably in simplifying compound logical expressions. These propositions are

presented below.
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Let us first consider the so-called always true and always false proposi-

tions, i.e., compound propositions such that they remain true or false regard-

less of the truth values of the simple propositions composing them.

Always-true propositions:

A+ I= _. (15)

The validity of this equality results from the properties of logical addi-
tion,

A + _= _. (16)

This equality can easily be reduced to the preceding one, if specific
truth values (0 or I) are taken for the proposition A.

Always'false propositions:

A-0=0. (17)

The validity of this proposition results from the definition of logical

multiplication,

A.A----O. (18)

This equality can easily be reduced to the preceding one by substituting
specific truth values for the proposition A.

Other expressions that can be used to simplify compound logical proposi-
tions:

m

A---A.

i.e., a double negation is equivalent to affirmation. In fact,

Y=(b=_=1; _=_=_=o.

A.A.A.....A=A.

(19)

(20)

The equality follows from the definition of logical multiplication

A+ A+ A+...+ A=_ (21)

The equality results from the definition of logical addition

A.I----A. (22)

Actually, the truth value of this proposition equals the truth value of

the proposition A, since logical multiplication takes place here:

A+0=A. (23)
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Also for this proposition, the truth value is equal to the truth value of

the proposition A,

A + AB=A.

Let us remove A from the parentheses on the basis of the law (ll).

ing eqs. (15) and (22) in mind, we obtain

A+ AB=A(1 + B)=A.1 =A.

A + AB+ AC=A,

The proof is the same as for eq. (2A),

Proof:

(25)

A(A + B)=A. (26)

A(A+ B) =AA + AB=A+ AB=A(1 + B)=A.1 =A.

A (A+ B)(A+ 0 = A.
(27)

This is proved in the same way as in the preceding case,

A+ AB=A+ B. (28)

Based on the law (12), we may write

A + AB = (A + A) (A + B) = I. (A + B) = A + B.

(A + B) (A + c) (B + 0 = AS + AC + BC. (29)

We note likewise that

A _ B = (A + B) (A + B). (30)

A_ B = A_ + _,B. (31)

The validity of the last two expressions is proved by the aid of truth
Tables, just as the validity of eq.(12)was proved.
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CHAPT_II

G_AL PRINCIPLESOFDIGITAL COMPUTERDESIGN

Section 12. Types of Digital Computers

There are many kinds of digital computers. The features in which they
differ are as follows:

volume andcharacter of the problems solvable by the computer, i.e.,
its arithmetic and logic capabilities;
purpose of the computer;

technical and physical principles on which operation of the main units
of the computer is based;

design features and structural layout of the computer.

As to volume and character of the solvable problems, digital computers are

divided into two groups, general-purpose and special-purpose.

General-purpose computers are designed to solve complex and varied prob-

lems from the widely differing fields of science and technology - mathematics,

physics, astronomy, geodetics, automatic regulation and control theory,

strength of materials theory, meteorology, etc. All general-purpose computers

have a program control, permitting their use for solving practically any group

of problems whose character need not be known in designing the computer. The

sequence of mathematical logical operations, i.e., the operational program, is

set up for each specific problem and fed to the computer before starting the

computations. The computer then automatically performs the calculations in
accordance with the assigned program.

Special-purpose computers are designed to solve a narrow range of problems

or a single problem in some specific field of science or technology. Such

machines solve problems of the same character, with different input data. In

the design of such computers the volume and character of the problems to be

solved is established in advance. For this, the operational program of the
computer is handled by appropriate switching of electrical circuits and cannot

be modified. Thus, computers with a rigidly fixed program control are called
special-purpose computers.

General-purpose computers are divided into large, medium, and small ma-/55
chines. There is no basic difference between these types. Large computers are
characterized by high speed of computation, performing tens and hundreds of

thousands, and even millions, of arithmetic operations in one second. They have

a wide range of representation of numbers (_0 - 50 binary places) and high

arithmetic and logic capabilities. These computers have complex hardware, con-

tain several thousand electron tubes and semiconductor elements, occupy a _-oor
space of 200 - 30Om z, and draw lOO - 150 kw electric power.
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Small computers operate at lower speed (thousands or tens of thousands of

operations per second) and have a narrower range of numbers representation.

These machines are simpler in design, occupy a floor space of &O - 60 ms

and draw lO - 15 kw electric power. Medium-size general-purpose computers

occupy a position intermediate between the large and small machines.

All general-purpose computers are calculating machines, i.e., they are
designed to perform computational work.

So-called information-logic machines have recently entered the development

stage, on the basis of the general-purpose computer. In these, the hardware

for input, output, and data storage units is more complex than in general-

purpose machines, and they are designed for the collection, analysis, and
storage of a large quantity of varied information, which may amount to tens and
even hundreds of millions of numerical data.

Special-purpose computers may be of the computational or controlling type.

The special-purpose calculating machines are divided into two groups:

computers to solve special problems in military technology, mathematics,
physics, meteorology, etc. ;

computers for automation of accounting and planning work.

Computers of the first group can solve very complex computational problems.

Computers of the second group are used for calculation connected with

accounting, planning, supply, and statistics. These computers are characterized

by a very large amount of input data and relatively simple calculation.

Control digital computers are designed to control some objects or produc-

tion processes, for example automatic control of machine tools and production

lines or automatation of train runs. Control machines are particularly im-

portant in military technology; they are useful in automatic fire control for

moving targets, in guidance of rockets, in piloting aircraft, etc. /56

By comparison with general-purpose computers, special-purpose computers

are simpler in design, lower in weight, smaller in size, and far cheaper to
produce.

Figure ii gives a flow sheet for classification of digital computers ac-

cording to problems to be solved and purpose.

Depending on the technological and physical operating principles, the
_ _u _±g_oa± computers may be:

mechanical;

electrical;

electromechanical;

magnetic;
electronic.
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The principal units of digital computers are as a rule of the electronic

type, operating in conjunction with semiconductor and ferromagnetic elements;

the auxiliary units are mostly electrical and electromechanical.

I Digital computers I

computers Computers
I

 L,rge I"ediooI I a]] ! ati.go o..-1 Ic''°"' computersLcomputersJ machines i !

Fig.ll Types of Digital Computers

Depending on design and structural features, digital computers can be
classified in accordance with several criteria:

systems of notation used: binary, binary-coded decimal, and decimal;

methods of numbers representation: fixed-point and floating-point
computers;

number of addresses in the command: one-address, two-address, three-

address, and four-address computers (see Section lh);

operating principle of the electronic units: potential and pulse com-

puters;

character of transfer of the numerical data: parallel-operation,

serial-operation, and parallel-serial operation machines (see Sec-
tion 15 );

type of operating cycles: constant-cycle and variable-cycle computers
(see Section lh).

All types of digital computers are characterized by these features.

Table ll gives the principal characteristics of several Soviet electronic

digital computers. /57

Section 13. Principal Units of an Automatic Digital Computer

To explain the purpose and interaction of the principal units of an auto-

matlc digital computer, let us establish an analogy between calculations per-
formed by hand, i.e., by the aid of a pencil and paper, and calculations auto-
maticallyperformed by a computer.

Computations are performed by hand by a human computer using the following
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TABLE ll

PRINCIPAL CHARACT_LISTICS OF SEVerAL MODELS OF SOVIET

ELECTRONIC DIGITAL COMPUTerS

m

BESM- 2

"Strela"

"UrAl- 1"

"U ral - 2"

"Dnepr"

Compu ter

Type

Large, general-
p.urpose,
_io atin_-Doin t,
three- aB6ress,
parall el-
operatxon

S_ne

Small, general-
purpose, fixed-
point, single-
address,
seri al-parallel
op eratxon

Small, general-
purpose , f£xed-
point, single-
address.
p arall el -opera-
tzon

Small, general-
pu.rpose, fixed-
poxnt, two-
address.
p aralIel-opera-
"txon

Same

"Minsk-2"

_r____nt, two-
I address•
parpllel
actxon

Small, general
pu.rpose, fixed-

O 0 0
U M >

.pq

_,_ _ _ 0 -._ ,--_

0
_ o_ .wd _._

<@

Bin art 39

Sine 43

S_me 36

Same 40

Same 26

Same 31

/

•Same 37

100 1024

Tr_eer o_'
md

_n 8_s tot8

_000 tubes,
000. diodes

1 uni t:
512, in

unx ts

1024

"1 uni t:

40_6;
0_-- 0_
or _
units

8000 tubes,
60,000 diodes

800tubes,
3000 diodes

25O0
000 tubes,14,. trm-

81 stor8

Transistor-
operated

800 tubes,
51 tran-

sistors

Trmsis-
tori_d

75

120

8

25

1.5

14

4

0¢
•6

¢0

100

300

0

60

90

5O

40_

50

55



aids:

computation blank;

adding machine (desk calculator);

trigonometric and other function Tables.

Figure 12 is a block diagram for the connections between the aids used by
a human computer in his calculations. The solid lines indicate the connections

over which the numerical data are transferred, and the broken lines indicate
the control connections.

_mputation i

bl ank : _ " [. Functiontab]es [

I _ f I

I
,,kH

Fig.12 Block Diagram of Connections in Manual

Computations

Before beginning work, the human computer analyzes the formula according
to which the calculations are to be made. He then selects the numerical method

of solution and establishes the required sequence of arithmetic operations
which he notes on the computation blank. He also enters the initial data for
the calculations on that blank.

Only then can the calculations begin.

From the computation blank the human computer takes two initial numbers,

enters them into the adding machine, and by means of this machine performs the
arithmetic operation prescribed on the computation blank. The result of the

operation is again entered on the blank. If necessary, for the arguments taken

from the computation blank or obtained on the adding machine, he finds in the

Table the value of the required function and enters it into the machine. Compu-

tation blank and Tables are used for expanding the memory of the human computer.

The adding machine facilitates and accelerates the performance of the arithme-
tic operations.

The human computer controls the entire computational process. He checks

on accuracy of the required sequence of operations and analyzes the results

obtained. Depending on the intermediate results, he modifies the computational
procedure if this had been prescribed in advance. He also determines the time

of stopping the calculations. An operation on two numbers takes an average of

A0 - 50 sec. Of this time, 5 to 8 sec is taken up by operation of the adding
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machine (an electric keyboard calculator), while the rest of the time is con- /59

sumed in _eiecbing bhe original numbers, entering them into the machine, and

writing out the results on the computation blank. All these operations are

performed by the human computer. Thus, the first step toward increasing the

speed of calculations consists in eliminating the human being from the computa-

tional process. The second step is increasing the speed of operation of the

calculating machine itself.

Modern electronic computing machines perform calculations without human

participation. The human being only supervises their operation. The speed of

operation of such machines is measured in thousands, tens of thousands, and even

hundreds of thousands of operations per second.

For the machine to automatically perform work analogous to the performance

in manual calculation, it must have three units:

arithmetic unit;

memory unit;
control unit.

The arithmetic unit plays the same role as the adding machine in hand cal-

culations except that it operates incomparably faster.

The memory unit has a function similar to the function of the computation
blank and the Tables. It serves for input, storage, and output of the initial

data of the problem, the tabular material, the intermediate and final results

of the computation. The memory unit also stores the operating program of the

machine.

The control unit controls the computational process by furnishing the

sequence for performance of the operations prescribed by the program, i.e., it

plays the role of the human being.

In addition to the above basic units, the machine also has auxiliary units:

a unit for input of the initial data and program into the machine;

a unit for output of the results of the computations;
a control desk or console.

The input unit serves to transform the input quantities into the electrical

signals that have been adopted for the representation of numbers in the machine.

The output unit is designed to put out the results of the calculations in the

form of printed signs or other codes convenient for further utilization. The
control desk serves for supervising the course of the computation and for oper-
ative control _f the _chine (_÷._'+_ _+"_ _p_ _,_,,_ ,-_÷_ etc. _

Section IA. Structural Diagram of the Automatic Digital Computer

The structural layout of any automatic digital computer includes the above

basic and auxiliary units. Figure 13 is a generalized structural diagram of an
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automatic computer.

This diagram shows six units: arithmetic AU, memory MU, control CU, in-

put IU, output OU, and manual control console MCC.

The arrows indicate the directions of transfer of the numbers, commands,

and control signals.

/5o
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)peratin_ code |
-!

Action of

operator

_ Regular

U _ instruction

Signals to

operator

Address of I, L--I
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and program I
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O_mputationa I

i results

Fig.13 Structural Block Diagram of an Automatic

Digital Computer

Let us consider the interaction of the basic units of the machine during

the course of computation. The automatic operation of the computer consists

in successive performance of the operations prescribed by the program. Each

operation is performed under the action of a special control instruction signal.

The system of instructions constitutes the operating program of the computer.

The operating program and the initial data are coded by digits and fed

over the input unit to the memory unit of the computer. From here on, all cal-

culations are performed automatically by the computer.

The memory unit consists of separate cells or locations. Each of these

is designed to store one number or one instruction. All the locations or regis-

ters are serially numbered, and each has a permanent number which is known as
the address of the location. The address of a location is at the same time the

address of the number or instruction stored in it.
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An instruction or commandis a set of numbersdivided into several parts.

Onepart of the instruction is called the operation code. The operation 6_!
code determines the arithmetic or logic operation to be performed on the initial
numbers. The remaining parts of the instruction are called addresses. The
addresses indicate the number of the registers of the memoryunit in which the
initial numbers are stored, as well as the number of the register into which
the result of the operation on these numbers is to be entered.

E_ampleof entry of the formula for an instruction:

Ol $206 OlOl _50_

where O1 is the operation code;

3206 is the address of the first initial number;

OlO1 is the address of the second initial number;

2507 is the address of the third number (the address of the register into

which the result of the operation on the first and second numbers is

to be fed).

Assume that O1 is the operation code of addition. Then the above instruc-

tion is interpreted to mean: "Add the number in register No.3206 to the number

stored in register No.OlO1, and enter the results of the addition into register
No. 2507".

The instructions are entered on the program blank in the octal system of

notation, and in the memory unit in the binary system of notation.

The above example was for a three-address instruction. Depending on the

computer design, various numbers of addresses may go into an instruction.

There are one-, two-, three-, and four-address instructions in existence. Com-

puters are accordingly called one-, two-, three-, and four-address computers.

There are two types of computers, according to the methods of carrying out

the instructions of the operating program: with natural sequence of execution

of the instructions and with forced sequence.

In computers of the first type all instructions are fed to the registers

of the memory unit in the order of their execution. The registers that store

these instructions have addresses increasing in the order of their numbers.

After execution of the instruction entered in the next register, the com-

puter proceeds to carry out the instructions stored in the register with the

number greater by one. This method of operating is continued to the end of the

program or until an instruction is given that may modify the sequence of execu-
tion of the calculations.

One-address and three-address computers operate on the natural sequence of
execution of instructions.

In computers of the second type the routine instruction indicates the
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address of the register where the next instruction is stored. Four-address

computers have a prescribed sequence for execution of instructions; the number
of the register where the next instruction is stored is indicated in the /62

fourth address.

Each instruction (one arithmetic or logic operation) is executed in the

course of a single operating cycle of the computer. The entire operating cycle

can be divided into three stages.

First stage. The control unit sends the address of the next instruction

to the memory unit. The instruction extracted from this address is again fed

into the control unit, which divides it into two parts: The operation code is

sent to the arithmetic unit, while the address is sent to the memory unit. The

arithmetic unit proceeds to perform the operation defined in the code received

by it. The memory unit proceeds to put out the first initial number from the

register whose number is indicated in the first address of the instruction,

then the second initial number from the register whose number is indicated in
the second address. The two numbers next arrive at the arithmetic unit. Simul-

taneously, the memory unit prepares to receive the numbers in the register in-
dicated in the third address of the instruction.

Second stage. The arithmetic unit performs the required operation. This

stage takes 50 - 70% of the entire working cycle of the computer.

Third stare. The result of the operation extracted from the arithmetic
unit is entered in the register indicated in the third address. At the same

time, the control unit generates the address of the instruction that will be

executed in the following cycle.

During the course of computation it often becomes necessary to change the

sequence of calculations, depending on the intermediate results. In manual

calculations, this is done by the human computer himself. The machine, con-

versely, automatically changes the routing of the computation without human

intervention. This is done by a special signal "result criterion" which is
generated in the arithmetic unit in the third stage of the working cycle and is

fed to the control unit. The character of the signal depends on the value and

sign of the result. If necessary, depending on the signal of the result cri-

terion, the control unit may change over to execution of a different part of

the program by a special transfer or Jump instruction. Naturally, variants

that may be encountered during the calculations must be provided for in advance
in the program.

The arithmetic unit is the most i_ortant unit of the computer and de-

termines its speed. The speed of a general-purpose digital com_uter means the

number of arithmetic (or logic) operations that the computer can perform in one

second. The speed of a special-purpose control computer means the time re-

quired to solve the entire problem and put out the result, measured from the

time the next group of initial data arrives at the input.

Depending on the required speed, arithmetic units may be designed in 6_
different ways.
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Whenhigh speed is required, an arithmetic unit is designed on the modular
concept, each module being designed to _ute a _+o _t_cti_ v_eratioa
(addition, multiplication, or division). The resultant unit, however, is high-
ly intricate and of considerable size and weight.

Whenlow weight, small dimensions, and simple design are more important
than speed, the arithmetic units are designed to contain only an adder and a
shift unit. In this case, the operations of multiplication and division are
replaced by addition (subtraction) with a shift. Such arithmetic units are of
simple design, are small in size and low in weight, but their speed is rela-
tively low.

The memoryunits of digital machines must meet two requirements: high

speed (high speed of intake and output of numbers) and large capacity (ability
to store many numbers simultaneously).

The first requirement is based on the fact that the memory and arithmetic

unit operate simultaneously, and that the speed of the entire computer depends

on the speed of these units. The second requirement results from the necessity

of simultaneously storing a very large amount of varied information during the

computation process. Up to now it has been impossible to design memory units

that fully satisfy both requirements. The memory units of digital machines

therefore usually consists of two units, an internal and an external. The

internal memory is often called the operative memory unit (OMU) or the machine

memory. The external memory unit is sometimes called the storage or store.

The OMU, characterized by high speed, is directly connected to the arith-

metic unit. The unit is used to store the numbers and programs required for

the immediate computational process. The intermediate calculation results are

also entered here. The capacity of such a unit is relatively small (102L-&096

registers). It is usually composed of elements ensuring high-speed intake and

output of numbers.

The external memory unit may be of practically unlimited capacity (tens

and hundreds of thousands of numbers) but has a far lower operating speed than

the internal memory unit. This unit is not directly connected with the arith-

metic unit but only over the OMU. During the computational process, informa-

tion is exchanged between the internal and external memory units. The external

memory units consist of magnetic tapes and drums.

Some digital computers, for instance control computers, may have no ex-
ternal memory units.

The design and composition of a control unit is determined by the purposes

of machine and the features of its arithmetic and memory units. /6__L

The control unit of a general-purpose computer usually consists of several

registers or modules, each of which controls the work of the basic AU or MU.
There is also a central register coordinating the action of all the CU regis-

ters and controlling the operation of the auxiliary units of the computer. In

modular designs, the control units of digital computers operate with a variable
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working cycle. The duration of a cycle is determined by the duration of the
operation performed by the arithmetic unit.

The operations of addition and subtraction are executed most rapidly of
all the arithmetic operations. The operation of multiplication takes about
twice as long, and the operation of division five to ten times as long.

In sometypes of special-purpose computers, the control unit is a single
module. Such computers operate on the constant working cycle whoseduration is
determined by the duration of the most complex operation.

Control units of modular design operati_g on a variable cycle, give a
higher speedbut are more complex in design.

The data input and data output units are often called external units. The
external units of a general-purpose computer operate far more slowly than the
computer itself, since they are mechanismsof the electromechanical type. In
view of this fact, a general-purpose computer as a rule has several sets of
such units operating in parallel, i.e., preparing the initial data and formu-
lating the results immedlately after every few problems. The initial data and
the program are first entered on paper in numerical form. They are then trans-
ferred by the operator onto punch cards, punched tape, or magnetic tape, and
are then transferred from these over the input unit to the memoryunit. The
results are likewise put out on punch cards, punched tapes, or on printers
which print the results in tabulated form.

The input unit of such computers transforms the continuously varying
initial quantities into their digital equivalents for certain definite instants
of time. An example of such a device is a shaft-position encoder or voltage
comparison converter for converting these data into their numerical equivalents
(mechanismsof the "shaft-digitizer" and "voltage-digitizer" type).

The output units of control computers continuously convert the results
obtained in numerical form into the corresponding continuous quantities of
angles of rotation or voltages (mechanismsof the "digital-to-shaft" and
"digital-to-voltage" converter type ).

/65

More detailed information on the units of digital computers is presented

in the following Chapters, where circuits of these devices are discussed and

their operation described.

Section 15. Representation of Binary Numbers on Digital Computers

All information used in the computation is represented in computers in the

form of numbers in some system of notation. The binary system is ordinarily
used.

To represent the places of binary numbers in computers we must physically

realize two different signals, one of which must correspond to the representa-

tion of one and the other to the representation of zero. For example, on punch
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cards and punched tapes the binary digits are represented mechanically, by
punching of holes. The presence ,_ _ ho!_- _t _ _fi__!te p!_ce __enotes a one,
its absence a zero.

u_ 0 101

uh A A= t

b

f 0 !

8

Fig.iL Representation of Binary Numbers in Digital Computers
a - Static method (potential code ); b, c - Dynamic

method (pulse code)

Representation of binary numbers. To represent binary numbers on elec-

tronic digital computers, two methods can be used: static (potential code) and
dynamic (pulse code).

In the static method, the binary digits are represented by different volt-

age levels. Usually the high voltage level U_ is used to represent a one and

I 0 1 f

l
Fig.15 Transfer of a Number in Serial Code with the

Digits Represented by the Static Method

the low voltage U_ to represent a zero (Fig.IAa). These levels are maintained

during the entire time of representation of the given digit. The potential

code for representation of binary numbers is used, for example, in the Soviet

computer "Strela". In this computer, Uh = 200 - 300 v, U& = 50 v.

In the dynamic method, the binary digits are represented by pulses of
definite duration. Usually a one is represented by the presence of a pulse and

a zero by its absence (Fig.l&b). In some computers, one and zero are repre-

sented by pulses of different polarity (Fig.llc). In the latter case, the oper-

ation of the machine is more reliable, but its size is greater. _The pulse code

is used, for instance, in the Soviet computer ',Jral"°
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Representation and transfer of binary numbers. To represent and transfer
binary numbers in digital computers, the following codes are used: serial

(time-pulse), parallel (space-posltion), and number-pulse. /66

In the serial code, a binary number is transferred along a single circuit

in sequence in consecutive time positions, digit by digit. If the digits are

represented by the static method, the voltage level is held constant on trans-
fer of several similar digits in sequence (Fig.15).

! 0 ! I 0 I
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a b

Fig.16 Transfer of a Number in Serial Code with the Digits

Represented by the Dynamic Method

a - Ones are represented by the presence of pulses, zeros

by their absence; b - Ones and zeros are represented

by pulses of different polarity

In cases where the ones are represented by the presence of pulses and the

zeros by their absence, the transfer of numbers by the serial code requires

I ['1 _ ! A __

0 0
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a b

Fig.17 Transfer of Numbers in Parallel Code

a - Numbers represented by the static method; b - Numbers

represented by the dynamic method

that their digits arrive at strictly determined instants of time. The time

markers for the passage of each digit are formed by special synchronizing

(sync) pulses SP (Fig.16a). If zero and one are represented by pulses of dif-

ferent polarity, there is no need for sync pulses (Fig.16b). The advantage of

the serial code lies in the fact that only a single channel is needed to trans-

fer numbers; however, such transfer does take a relatively long time. This

time is determined by the number of digits contained in the number being trans-
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ferred.

In the parallel code, all digits of the number are transferred simultan-

eously, each in its own channel (Fig.17). The advantage of the parallel code
is that the time of transfer for the entire number is the same as the time of

transfer of a single digit, but as many channels as there are digits in the

number to be transmitted are required.

In the number-pulse code, a number is represented by a series of high-

frequency pulses. A number of pulses in a series equals the value of the L67
number; thus, if it is desired to transfer the number 310 (decimal), then the

number of pulses is 310. This method is applicable to any number system. The

pulses are counted by counters operating in the corresponding systems of nota-

tion. The use of the number-pulse code is convenient on input and output units

of the "shaft-digitizer" and "digital-to-shaft" type, since the angle of rota-

tion of a shaft can easily be represented by the number of pulses proportional

to it.

t 10110 lA = ^ ^^ ^-

V AAAAAA_ _,
b c

Fig.18 Representation of Numbers by the Paraphase Code

a - Digits represented by the static method; b and c - Digits

represented by the dynamic method

Depending on the code used, digital devices are classified into parallel-

operation and serial-operation units.

The former have a higher speed than the latter, but also require more
hardware.

In some units of digital computers so-called paraphase codes are used for

improving the operational reliability and for supervisory purposes. Such units

are used when the numbers are represented either by a parallel or a serial code.
Twice the number of channels are required to transmit each digit of the number.

The signals are fed into the first channel as in the parallel or serial code.

On the second channel, voltages and pulses of opposite polarity to those on the

first charmel are transmitted (Fig.18a, b). In some units, zero is transmitted

on the second channel instead of one, and one instead of zero (Fig.18c). The

use of paraphase codes substantially increases the size and weight of the

transmitting and receiving apparatus.
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CHAPTER III

EL_H_fS AND UNITS OF ELECTRONIC DIGITAL COMPUTERS

Section 16. Classification of Elements

The elements of electronic digital computers are mostly of the same type,

which considerably enhances their technological effectiveness.

There are several basic characteristics by which digital computer elements
can be classified.

According to purpose, the elements of computers are classified into memory,

logic, and auxiliary (amplifying and shaping elements).

Memory elements serve to receive, store, and put out signals consisting of

digital codes. The present forms of machine memory are rather complex devices

consisting mainly of memory elements (ferrite cores with windings, elementary

surface areas of magnetic drums for recording single symbols, etc.). The most

widely used are flip-flopswith two stable states. The transition from one

state to another takes place under the action of signals arriving from without.

Flip-flops are used for the reception storage and output of the binary digits

or bits 0 and i. Electron tubes, semiconductor diodes and triodes, ferrite

cores with a rectangular hysteresis loop, parametrons, etc., are used as flip-

flops. These elements are also used in combination to record binary digits,

for example static and dynamic triggers, ferrite-diode and ferrite-transistor

cells, etc.

Logic elements are used to control the operation of the memory elements

and of individual assemblies, modules, and units of the computer, and also to

build logic circuits for realizing logic functions.

The basic logic operators NOT, AND, OR are realized by the basic logic
elements whose symbolic designations are given in Figs.8, 9, and lO.

The operation of logical negation is realized by inverters (NOT gates).

When a signal of positive polarity is fed to the input of an inverter, a sig- /69
nal of negative polarity appears at the output, and vice versa.

To realize logical multiplication, coincidence circuits are used. In

general, these are multipoles with n inputs and one output. A signal will

appear at the output if and only if there are signals at all inputs simultane-

ously. In designing coincidence circuits with ferrite-diode or ferrite-trans-

istor cells of certain types, the signals need not necessarily be fed simultan-

eously to the input in order to obtain a signal at the output.

To realize the OR operator (logical addition), collecting circuits, also

called buffers, are used. A signal will appear at the output of a buffer if
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there is a signal on at least one of its n inputs.

The amplifying and shaping elements serve to shape, amplify and reshape

the pulse signals, and to restore the potential levels to their nominal value.

These include amplifiers, pulse generators, pulse shapers, cathode follower,
and other circuits.

Cathode followers are usually connected to the potential outputs of memory

elements (mainly static triggers) so as to improve the noiseproof feature and

ensure coordination with other elements. Pulse shapers are used to restore the

pulses in amplitude, shape, and duration. Potential and pulse amplifiers are

used to amplify the signals. Potential amplifiers are used to restore or in-

crease the potentials transmitted on circuits of the computer. Pulse ampli-

fiers are used to amplify current pulses.

Not all of these auxiliary elements need necessarily be used in a computer.

In many cases, especially when improved circuits are used for the memory and

logic elements, cathode followers and amplifiers become unnecessary.

According to character of the code signals at the inputs and outputs, the

elements of a computer can be subdivided into potential, current, potential-
current, and phase.

To represent binary digits in potential elements, potentials of different

levels are used. Potential elements are usually made of semiconductor devices

and electron tubes. They are characterized by small currents in the input and

output circuits, resulting in a low power consumption. According to type of

the potential circuits, triggers, gates, inverters, and the like can be built.

In current elements, binary digits are represented by currents of definite

magnitude and direction. The shape and amplitude of current pulses in the in-

put and output circuits must meet severe requirements. This is responsible for

a number of peculiar features of such elements, by comparison with potential
elements. Current elements include ferrite-diode cells, ferrite-transistor

cells, etc.

Both currents and potentials are used in voltage-current elements to

represent 1 and O. For example, in the electron-tube recording amplifiers used
in magnetic-drum or magnetic-tape memory units, control at the input is accom-

plished by potential signals, while the output signal is a current in the

secondary of a transformer connected to the plate circuit of an electron tube.

In phase elements, the code signals in the input and output circuits are

represented by electric oscillations differing in phase by _ radians. One

value of the phase is made to correspond with the code "l", the other with "0".

Phase elements include inductive and capacitative parametrons.

The code signal at the output of potential, current, and voltage-current
elements may be either pulsed (pulses of current or voltage) or static. Accord-

ingly, we distinguish elements with a pulsed output signal and elements with a

static output signal. For example ferrlte-diode cells and ferrite-transistor
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cells are current elements with pulsed outputs. A static trigger using elec-

tron tubes or semiconductor triodes is a typical example of a potential element,
with an output at which either a static signal or a pulsed signal can be formed.

A special group are the so-called dynamic elements, which in position I

give a continuous pulse train at the output, while in position 0 there are no

pulses at the output.

Elements with pulse or static outputs are in turn subdivided into elements

with pulsed inputs, elements with static inputs, and elements with pulsed and

static inputs.

According to principle of operation we distinguish elements of the accumu-

lative type (pulse counter) and elements of combinatorial type (positional

code).

The code signal at the output of an accumulating element, representing the

result of performance of a certain operation, is formed only after a certain

number of successive signals have arrived at its input, usually a single input.

The output signal does not disappear after arrival of the last input signal.

The accumulating element is reset to its initial state by a special erase sig-

nal. A trigger with a counter input is a typical accumulating element.

The code signal at the output of a combinatorial element is formed only

for a certain definite combination of input signals applied simnltaneously. It
is characteristic of a combinatorial element that the signal at the output

appears simultaneously with the application of the input signals and disappears
simultaneously with the interruption of these signals (neglecting the time /71

of transient processes). Combinatorial elements include AND, OR, NOT, etc.

logic circuits. They also include logic circuits with ferrite cores, although

the production of output signals in these circuits is nonsimultaneous with the

application of input signals.

The general requirements for all computer elements are high reliability

under real operating conditions, sufficiently high operating speed, and smallest

possible size and cost. The elements of which the operative memory of the

computer is composed must meet the extremely strict requirements. This is be-

cause any operation on the computer may involve repeated recourse to the opera-

tive memory, for counting the instructions and numbers taking part in the given

operation and for entering the results of the operation. The time consumed by

the elements for operation has a substantial effect on the speed of the opera-
tive memory and on the speed of the entire computer. Logical methods of ac-

celerating counting should therefore be used, and time lags of element opera-
tion should be minimized in every way.

Section 17. The Ferrite Core as a Bistable Element

One of the most widely used flip-flops is the toroidal magnetic core with

a rectangular hysteresis loop. Its operation is based on the fact that ferro-

magnetic materials assume one of two stable states, corresponding to either
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positive or negative remanent magnetic induction.

Ferromagnetic materials, or ferromagnetics, of which magnetic cores are

manufactured, are characterized by excellent magnetic properties and by high
resistivity (up to lO9 ohm/cm). The magnetic permeability of a ferromagnetic

substance is considerably higher than its magnetic constant _o, and its value

depends on the intensity of the external magnetic field applied to the sub-

stance, as well as on the preceding magnetic states. The principal ferromag-

netic materials are iron, nickel, cobalt, and their alloys.

In the absence of an external magnetic field, a ferromagnetic substance

has individual regions (domains) of random magnetization, each in a definite

direction. The magnetic fields of such domains do not appear in the external

space, since the various domains are magnetized in different directions.

ii
C -_ !AS.

Fig.19 Hysteresis Loop of Ferromagnetic Materials

Consider the process of magnetization of a ferromagnetic substance. Let

the substance initially be completely demagnetized, i.e., let its magnetic
state be characterized by the point 0 (Fig.19). Let us now apply an external

magnetic field to the substance. With increasing strength H of the external

magnetic field, the magnetic induction B increases, rapidly at first, since the

elementary currents in the domains are so oriented that their magnetic fluxes

add to the external flux. Thereafter, at greater values of the induction, the

rate of its rise decreases; the magnetic state of the substance approaches

saturation. Here, already almost all the elementary currents are so oriented

t_hat their magnetic fields coincide in direction with the external field. The
curve OA is called the initial curve of magnetization. It characterizes the

process of magnetization of a previously demagnetized ferromagnetic substance.

If the strength of the external field is brought up to the value H,, then

the magnetic induction equals B, (point A). With decreasing strength of the
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external field, the magnetic induction likewise decreases but the curve B =

= f(H) is then above the original magnetization curve. In a zero field, rema-

nent magnetization of the substance and the related remanent magnetic induction

+Br still persist. This is explained by a certain degree of conservation of

the ordered orientation of the elementary currents in the domains. The sub-
stance may remain for any desired time in the state characterized by remanent

magnetic induction if no external magnetic field acts on it.

Reversing the direction of the external field, we begin at first to in-

crease its strength. The magnetic induction will decrease, gradually at first,

and then, at a certain field whose strength we denote by He, it will take a

Jump, causing reversal of the sign of induction. The field strength at which

the magnetic induction changes sign is known as the coercive force Hc. With

further increase of the field, the magnetic induction will increase smoothly

to the value -B,, which is reached at a field strength of -H.. If the field
strength is decreased, then the induction will also decrease and, at H = O, the

state of remanent magnetic induction -B r will set in. This is the second stable
state of a ferromagnetic material.

If a field of strength +H, acts on a ferromagnetic substance of remanent

induction -Br, then the magnetic state of the substance will vary from the
point -B r to the point A. Thus, we obtain a closed hysteresis cycle. The /73

relation between induction and the strength of the external magnetic field is

non-single-valued: The value of the induction for a prescribed field strength

depends on the conditions under which the magnetization process has taken place.

The closed curve, reflecting the character of the variation of the magnetic

state of the substance under the action of an external field, is called a

hysteresis loop.

The points of intersection of the hysteresis loop with the abscissa axis

determine the coercive force (_Hc) of a ferromagnetic material, while the

points of intersection with the ordinate axis determine the rem_nent magnetic

induction (_Br).

The coercive force determines the external field strength necessary for

remagnetization or for magnetic polarity reversal of the substance. The smaller

the coercive force, the less energy is required to flip the substance from one
stable state into the other.

In general, different hysteresis loops will correspond to different values

of the magnetic remagnetizing or switching field. If the fields are sufficient-
ly great, however, they will differ less and less from each other and will tend

to merge in some so-called limit hysteresis loop. The existence of a limit

hysteresis loop makes Br independent of the strength of the switching field,

provided that the strength of this field is sufficiently high.

There are two groups of ferromagnetic materials used to make the flip-

flop or bistable toroidal cores of digital computers.

The first group consists of strip or tape materials, used to fabricate

strip toroids, consisting of several turns of permalloy or perminvar strip
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(based on a nickel-iron alloy). This strip, several microns thick, is woundon
a ceramic spool, which protects its burns from deformation. The turns are
welded together by spot welding. The toroid is then heat-treated in a desic-
cated atmosphere filled with hydrogen, under the simultaneous action of an ex-
ternal magnetic field.

Strip toroids have a relatively narrow hysteresis loop (He _ 0.5 oersted;
H, = 2 oersted) high remanent and maximum induction (Br = 13,O00 gauss, B, =
= 15,000 gauss), high eddy-current losses, and long remagnetization or switch-

ing time (from 6 to 20 _sec) due to such losses, as well as good temperature

stability of the operating characteristics.

The second group consists of molded or ferritic materials. Ferrites are

complex metallic oxides. Their general formula is MOF%Os, where M is any
divalent element (Nan,Mg, Zn, Ni, Co, Cd, Cu). In the manufacture of ferritic

toroidal cores, manganese-magnesium ferrites, made up according to the formu- /TL

la MgO • MnO • F%O s in the weight ration 52 : 7 : &l are most often used.

Ferrite toroids, like most other ferrite articles, are manufactured by the

methods of powder metallurgy (cermet technology) which are as follows: The
ferrite material is ground extremely fine in ball or vibration mills and then

mixed with a plasticizer (an aqueous solution of polyvinyl alcohol or paraffin).

Articles of the required shape are then pressed in metal dies from the mass so

obtained and are finally heat-treated by roasting in chamber or tunnel furnaces

at a temperature of the order of lO00 - l_00eC.

Ferrite cores have relatively wide hysteresis loops (Hc = 0.8 - 1.5 oe;

H, _ _ oe), low remanent induction and maximum induction (Br _ 2200 - 2500

gauss; B, _ 2_OO - 2700 gauss), practically no eddy-current losses owing to

their high electric resistivity and, therefore, short remagnetization times

(0.5 - 1 _sec).

Ferrite cores are cheaper and easier to work than strip cores but are in-

ferior in temperature stability; with rising temperature, the shape of the

hysteresis loop changes (becoming narrower), the remanent induction decreases,

and the rectangularity ratio decreases. The greater the coercive force of a

ferrite core, the less temperature-dependent are its characteristics. In cir-

cuits designed to operate in a wide temperature range or at elevated tempera-

tures, it is therefore expedient to use cores of relatively high coercive
force.

The power consumption for the control of the operation of the core is de-

creased by decreasing its dimensions.

Cores of strip materials are expediently used in cases where the operating

conditions make it necessary to obtain greater signals at the output of the

magnetic element or require high temperature stability.

In digital computer technology, ferrite cores are mostly used, and there-
fore in our further discussion of circuits with magnetic elements (ferrlte- -

diode cells, ferrite-transistor cells, memory units using magnetic cores) we
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will always mean ferrite cores.

If the positively magnetized state of a core (+B r) is taken as one, and

the negatively magnetized state (-Br) is taken as zero, then the core can be

considered a memory element with the two stable states 1 and O. To obtain the

state 1 it is sufficient to apply the positive magnetizing force +H,, and to

obtain the state 0 the negative magnetizing force -H.. Conversely, sometimes
the state +B r of the core is taken as the state 0 and the state -B r as the /7_
state 1.

The magnetic field that remagnetizes or switches the core from one stable

state to the other is created by passing current pulses through its winding.

Ferrite cores for logic circuits have at least three windings (Fig.20). The

Q

Fig. 20 Ferrite Core with Windings

a - Principal wiring diagram; b - Conditionea

symbols

winding ww is the write winding. When a write current pulse iw of sufficient

amplitude and duration is fed to this winding, the core is magnetized in the

direction of positive induction and, after termination of the pulse, remains

in the state +Br, i.e., it writes 1. The winding wr is called the read winding;

when the read current pulse ir is passed through it, the core is switched to

the opposite magnetic state and, after termination of the pulse, remains in the

state -B,, corresponding to O. So-called clock pulses, master pulses, or syn-

chronizing pulses, spaced at a constant repetition rate determining the cycle

of a digital computer, are often used as read pulses. In such cases the read

winding is also called the clock or timing winding. Finally, the winding w@. t
is the output winding. The signals induced in it characterize the state of the

core at the instant the read pulse ir is fed to the winding wr. In Fig.20 and
the following figures the beginning of the windings is denoted by a dot.

In sketching complex circuits, symbols are generally used for the ferrite

core. One of such symbols which is most widely used, is shown in Fig.20b where
the circle corresponds to the ferrite torus. The arrows pointing toward the

circle correspond to the write winding and the read winding, respectively, the

arrow pointing away from the circle corresponds to the output winding. The

figures inside the circle, relating to the output circuits (windings w. and wr )

indicate the state in which the core is placed on arrival of the pulses i.
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and i r. The figures relating to the output circuit show in wna_ position the
_ _I_+ _ _. ÷.n nh÷._n, at. its o_Itput, the signal corresponding to the

code "I". For example, if the code "I" is written by the current i. in the

core, then on arrival of the read pulse it, the core is switched into the
state 0 and the code signal "i" will appear at its output.

If m which is the remagnetization time of the core, i.e., the time of

switching from the state +B r to the state -B, or from the state -Br to the

state +B., is constant then the emf in the output winding will be proportional

to the change in magnetic induction (Fig.19) after the time m:

(32)

where e,

Wou %

S

Bm, Br

is the emf representing the useful signal of the code 'q", in volt;

is the number of turns in the output winding;
is the cross-sectional area of the core, in ms;

is the core remagnetization time, in _sec;

are the saturation magnetic induction and the remanent magnetic

induction in weber/m S.

If the ferrite core was in the state 0 (-Br) , then the pulse ir will only

slightly change its magnetic state. In this case, the consequence of the non-

Fig.Zl Graph of Variation of emf in the Output Winding
of the Core in Reading 1 (Curve i) and 0 (Curve 2)

ideal rectilinearity of the hysteresis loop during the rise and fall time of

the pulse i, is that small opposing changes by an amount AB, take place in the

magnetic induction (Fig.19). Simultaneously with the change in magnetic induc-

tion, _-_cll noise ---_--- of ..... _- ---_--_--pV--_AA_ _-- A_ ....v_"_--"_"_--_--"

Assuming the same duration of the leading and trailing edges of the read pulse,

i.e., _r l.e.= _r _., then the emf of the noise em in the output winding is
found from the formula

qr I.e. qr i.e. (33)
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When cores are used in the various units of a digital computer, it is

important to obtain as high a ratio of %/% as possible, i.e., the ratio of

the magnitude of the useful signal arising in the output winding of the core in

reading 1 to the magnitude of the noise arising in reading 0.

The character of the variation of the emf in the output winding of the

core when it is completely remagnetized (reading l) and likewise in the case of

reading 0 is shown in Fig.21. The segment of the curve 1 above the abscissa

characterizes the variation of the emf in the output winding when the magnetic

induction varies from +B r to the point C (Fig.19), i.e., on reading 1. The
segment of the curve 1 below the abscissa characterizes the variation of the

emf when the induction varies from the point C to -B r. The positive half- /7_
wave of the curve 2 characterizes the variation of the emf on variation of the

induction from -B r to the point C (reading 0) and the negative half-wave on

variation of the induction from point C to -B r (restoration of the magnetic
state of the core).

Ferrite cores are characterized by static and dynamic parameters. The

static parameters determine the state of the core during the time of informa-

tion storage. The dynamic parameters describe the process of switching or re-
magnetization of the core under the action of exciting fields.

The basic static parameters include the coercive force Ho, the remanent

magnetic induction B r, the maximum magnetic induction Bs, and the square
ratio K,q.

The square ratio is the ratio of the remanent magnetic induction to the

maximum magnetic induction in determining the value of Ha :

For most ferrite cores the value of K,q varies from 0.85 to 0.95. The
greater K,q, the smaller will be the variation of the magnetic induction on

feeding the pulse ir into the winding w r of the core in the state -B r (code

"0"), and, consequently, the lower will be the value of the noise sign Is ap-

pearing in the output winding. In the ideal case, at K,q = l, there 7_sno
noise on reading 0 in the output winding.

The static parameters are determined from the limit static hysteresis loop,
determined by the relation between the magnetic induction and the remagnetizing
field strength:

Comercial ferrite cores with rectangular hysteresis loop can be arbitrar-
ily subdivided into two groups:

a) cores used in memory units as elementary memory registers;
b) cores used for building logic circuits.
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In most cases, the ratios Hal > HaS , Brl < B,s , Bat < B,s , K,q I > K,_ sate
-- • _-

valid; here, Hol , Brl , B,_, K,q i are parameters of the cores of _._ _A._
group, and Has , Brs , B,s , K,q s are parameters of the second group.

The dynamic parameters of cores are determined from the pulse characteris-

tics, which are usually established on special test stands to record the re-

sults of periodic switching or remagnetization of the cores by a series of

current pulses of known amplitude, polarity, and duration.

The most important pulse characteristics are:

a) the characteristic of switching time against applied field

b) the characteristic of the dependence of switching speed on the applied

field

c) the characteristic of the dependence of the emf in the core windings

on the applied field

The pulse characteristics permit a determine%ion of the necessary dynamic

parameters such as switching time, power required for switching, magnitude of

useful signal, noise level, switching factor, etc.

The switching time of a core with a rectangular hysteresis loop can be
calculated from the formula

s.
"_= H--H.' (3_)

_here Sw is the switching factor of the core, or the switching constant;
H is the switching field strength;

He is the threshold field, or m_n4!--_ magnetic field strength that

switch the core (usually Ho > He, since cores do not possess an ideal
rectangularity of the hysteresis loop).

The quantities SW and He are physical parameters of the core, and are de-
termined by the composition of the core material, its structure, and the tech-

nology of core manufacture. The value of Sw can serve as a criterion of the
core quality. The _ller Q +_ fa.÷._ _11 _.he core be rema_netized or

switched. In general, the values of Sm and He are not strictly constant for a

given core and depend on the value of the switching field. However, if

(2 - 3) He _ H _ (8 - lO) He, which is characteristic for cores in ferrite-

diode cells and ferrite-transistor cells, the quantities S® and He can be con-
sidered constants.

?5



For a given ferrite core, the quantity SW is determined from the formula

2D

_here D is the outside diameter of the core;

d is the inside diameter of the core.

_W

6

0 _ sec

Fig.22 Graph of the Relation m = f_(H)

(35)

The relation between _ and the switching field is of a form similar to

that of the curve in Fig.22. The greater the value of H, the shorter will be

| 8 4 S 6_'_7, sec4

Fig. 23 Graph of Relation i . fz(H)
T

the switching time.

In practice, the relation between the switching speed and the switching

Ffield is used more often. Figure 23 gives the general form of this relation, i
Until the switching of the core is accomplished on the limit hysteresis loop or,
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!in OthAr words, on the limit cycle: the switching speed decreases with decreas-

ing value of H [the segment c-b of the Curve --1 = fs(H)_. When H decreases
7

below the limit Hli,, the core begins to switch on one of the partial cycles,

and the switching speed increases (segment b-a of the curve). For H > Her , we
observe a curving of the characteristic (the segment c-d of the curve) since

_he switching time becomes equal to the duration of the leading edge of the

switching pulse (Her being the critical value of the field corresponding to the

end of the linear segment of the curve). At the point of intersection of the

prolongation of the linear segment of the curve with the H axis, we get the

value of the threshold field He. The tangent of the angle of slope of the

linear segment of the curve 1 = fs(H) to the abscissa gives the switching
T

factor [eq.(3A) is valid precisely for the linear segment of this curve].

Thus the characteristic 1 = fs (H) makes it possible to determine the
T

_arameters Sw, He, Hll,, Her , _.

The most important quality factor of a ferrite core is the tempsrature

dependence of its parameters. With rising temperature, the parameters B,, B,,

He, Ho, S_ and K,q will decrease. The switching of a core under the action of

a pulsed magnetic field takes place at higher speed with increasing temperature_

so that the signal emf e, will increase [see eq. (32_]. The noise emf e, also
increases, since the rectangularity of the hysteresis loop decreases [the value
of AB, in eq. (33) increases].

A knowledge of the static and dynamic parameters of ferrite cores is

necessary for the construction of circudts using these elements.

Section 18. Basic Logic Elements using Ferrite-Diode Cells

Operating principle of ferrite-dic_e cells. In building logic circuits

that realize both the simplest and compasite logic functions, the ferrite cores

with rectangular hysteresis loop discussed in the last Section are used in most

cases in conjunction with semiconductor triodes (ferrite-diode cells) or triode_

(ferrite-transistor cells). The memory element in such cells is a ferrite cor%
while the diodes and triodes perform auxiliary functions.

A ferrite-diode cell is a combination of a ferrite core with at least

three windings and a semiconductor diode in a certain definite way. In complex

uircuibs, fertile-diode ceils form either _ries circuits o_ p_m_llel cir_alts

or else branched circuits. It is convenient to base the discussion on the op-
erating principle of a ferrite-diode cell which is an element in a series cir-

cuit composed of cells of the same type.

Figure 2A shows three ferrite-diode cells connected in series. Each cell

_ontains a ferrite core (FC) with a write winding wv, a read winding wr and an
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output winmLugWout, together with a diode D_. The output winding of the pre-

ceding core is connected to the read winding of the next core across a coupling

quadrupole containing in this case an LC circuit. The read windings of all

cells are connected in series. Thus the reading ampere-turns produced by the /81

current ir act simultaneously on the cores of all the cells. This circuit for

the cells, when it is necessary to have read pulses (clock pulses) of only one

series, is called a single-cycle circuit or a circuit with single-cycle feed.

4
b

Fig.2A Series Connection of Ferrite-Diode Cells with

Single-Cycle Feed:

a - Schematic circuit diagram; b - Symbolic
representation

In the circuit under discussion and also in all the following circuits in
w_ch ferrite cores with a rectangular hysteresis loop are used, we will assume

that to the state i there corresponds the positive magnetization +B r and to the

state O, the negative magnetization -B r.

Let a write pulse iw be fed to the read winding Wrl of the core FCx. The

core FC I is switched to position i, and an emf induced in its output winding is

applied by the positive pole to the cathode of the diode D_. The diode D_ is

blocked, and no current flows in the connecting circuit between the cores FC I

and FCs. On arrival of the read pulse it, the core FC_ is returned to the zero

position, and the emf induced in its output winding is now applied by the nega-

tive pole to the cathode of the diode DI. As a result, the diode D_ is opened,
and in its connecting circuit a current begins to flow charging the capacitor C.

Thus, on switching the core from position i to position O, i.e., on reading
off i, the energy of the pulse ir is transferred to charge the capacitor. The

diode D_ plays the role of a release element, ensuring the transfer of energy
in the forward direction (from left to right) only during the time of the read-
out cycle.

The remagnetization of the core FC2 into position I is accomplished by the
discharge current from the capacitor. The inductance L and the resistor R are
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connected in the discharge circuit. Owing to the inductance, the current in
the discharge circuit does not reach a msximumimmediately but only with a dela_
which should exceed the duration of the readout pulses. This delay is neces-
sary in order for the discharge current to switch the next core only after the
end of the readout pulse, which holds the core in the zero position. The trans-
fer of energy along the circuit between the cores must be accomplished with
minimumloss. These losses actually consist of the losses in the charging cir-
cuit (the voltage drop across the open diode DI and in the discharge circuit of
the capacitor). More energy can be accumulated in the capacitor than is neces-
sary for switching the next core, and may lead to operational dropout owing to

oscillatory processes in the discharge circuit. On account of the resistor R,

these oscillatory processes are substantially damped.

The coupling quadrupole must ensure the transfer of energy with minimum

losses only in the forward direction, and the transfer of energy from one core
to another must be accomplished with minimum delay which, however, must exceed

the duration of the readout pulse. The transfer of energy in the opposite

direction from right to left, besides the expenditure of additional energy, may
also interfere with the reliability of operation of the circuit, because of a

parasitic partial switching of the cores in the zero position. In fact, on
transmission of the code "l" from the core FC2 to the core FCs which, like the

core FCI, is in the zero position, an emf induced in the winding wwz under the

action of the pulse ir causes current to flow in the connecting circuit with

the core FC_. The core FC I is partially switched, so that its remanent magnetic
induction decreases. After the next regular readout pulse, which transmits the

code "l" from the core FCs to the next core, the magnetic state of the core FCs

varies somewhat more than that of the core FCI in the previous pulse. The ex-

planation is that the core FCm is affected (tending to switch it to position l)

on the one hand by the increased noise pulse from the core FC_ when 0 is read

out of it and, on the other hand, by the inverse noise pulse of the core FCs

when 1 is read out of it. The result is that, with each readout pulse, the

noise signal increases on the capacitor of the cell preceding the one from

which 1 was read out. In operating at elevated temperature or at a relatively

small square ratio, the noise may be comparable to the useful signal, leading _

to an interference with proper operation of the unit consisting of series-
connected ferrite-diode cells.

The transfer of energy in the opposite direction is minimized on acconnt
of the inductance L and the connection of the additional shunting diode D_.

During the time of action of the readout pulse, which forms the emf in the

winding ww of the core from which I is read, the current through the inductance

cannot increase appreciably. This results in the circuit of the winding w@u t /83

of the preceding core tapping only an insignificant part of the current flowing

through the winding ww of the core being switched by the pulse ir.

A unit with series-connected ferrite-diode cells assembled on the basis of

the circuit shown in Fig. 2A does not operate with sufficient stability at

fluctuations in feed voltage and temperature over a wide range. When the feed

voltage increases the power of the pulse ir will also increase while, with

rising temperature, the energy necessary to switch the core will decrease as a
result of the decrease in remanent magnetic induction and coercive force. In
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both cases, energy in excess of the energy required to switch the following

core will accumulate on the capacitor. In that case, the discharge current

from the capacitor reaches a maximum only after switching of the following core
has been completed. The remainder of the energy is concentrated in the choke L;

When the discharge current of the capacitor decreases, the voltage across the

choke changes its polarity and tends to support the current. This reactive

current can be closed through the coil wou _ of the preceding core, thus causing

its partial switching. Thanks to the connection of the diode Dm, the share of

the reactive current of the choke closed across the winding wou _ will decrease,

which helps to improve the stability of operation of the circuit. At consider-

able fluctuations in feed voltage or temperature, however, this measure proves

inadequate.
m

To ensure reliability of operation of the circuit (Fig.2A) and to satisfy

the requirements to be met by coupling quadrupoles, it is advisable to replace

the inductance by an electronic key in the connecting circuit, this key being

open during the time of action of the readout pulse and closed during the dis-

charge of the capacitor through the input circuit of the following core. Con-

trol by an electronic key may be accomplished in two ways (Bibl.9): either by

holding the key closed all the time, opening it durin_ passage of the current i_

across the read winding or, holding the key open all the time, closing it after I

the end of the readout pulse for the time necessary for the capacitor to dis-

charge.

Figure 25 shows a circuit of series-connected ferrite-diode cells with

single-cycle feed and with a common electronic key for all coupling quadrupoles_

The electronic key used is a semiconductor triode which, in the absence of a

control voltage pulse Uoom, remains in the open state on account of the nega-

tive voltage applied to its base through the resistor RI.

T:

The circuit operates in the following sequence: Let the core FC_ be in

the position l, and the remaining cores in the zero position. Simultaneously !

with the arrival of a readout pulse whieh switches the core FC_ into the zero ___

position, a positive control voltage is applied to the base of the triode across

the diode Ds, thus blocking the triode. The emf e@u t (Fig.25b) arises in the

winding wou _ I of the core FCI, and the capacitor C is charged. Before the endi

of the control signal uaoa, the voltage across the plates of the capacitor uo

remains practically Constant, since the discharge current i_ is zero (the

electrical circuit for the discharge current is open since the triode is

blocked). The blocking signal uoo m must have a duration not shorter than that

iof the readout pulse.

The core FCm is switched from the zero position to the one position by the

discharge current from the capacitor i_, which begins to flow as soon as the

pulse uoo , ends. At the initial time, the current ip is determined by the

counter-emf induced in the winding wws . The discharge current increases sharp-
ly when the core FCz is completely switched (in this case et. = 0). The purpose
of the diodes D2 is to prevent the charging of capacitors belonging to other

cores during the transfer of energy from a given core. If, for example, energy
is transferred (advance of the code"l") from FCz to FCs, then the diodes Ds

will prevent charging of the capacitors CI and Cs.

)
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Synchronization of the pulses Uco_ and i r is a necessary condition for 8_
reliable operation of the circuit. Under this condition, the circuit is practl,

cally insensitive to fluctuations in duration and repetition frequency of the

1.Fir
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b

Fig.25 Single-Cycle Diagram for Series Connection of Ferrite-

Diode Cells with a Common Control Key for all Quadrupoles
of the Connection

a - Principal wiring diagram; b - Flow chart of operation

pulses it, since the discharge of the capacitor takes place at the end of the

pulse ir.

A disadvantage of this circuit is the need for constant consumption of

energy in keeping the triode in the open state.

The reliability and speed of the advance of the code '_" along a chain of
series-connected ferrite-diode cells increases when the most favorable circuits

of the coupling quadrupoles are selected. The considerable inertia of the

processes in the discharge circuit of the capacitor, however, limits the maxi-
mum rate of advance of the code '_" to a value of the order of lO0 kc. This is

a substantial shortcoming of single-cycle circuits using ferrite-diode cells.

v_. addition, the design of such circuits involves certain difficulties, for

example in obtaining the required duration of the readout pulses s_ud _u select-

ing the parameters of the coupling quadrupoles.

Computer technology tends more to favor two-cycle circuits or push-pull
series connection of ferrite-diode cells (Fig.26). Here there are two trains

of readout pulses (irl and irz ) shifted a half-period relative to each other.

The pulses irx are fed through the bus I to the read windings of the odd-
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numberedcores, while the pulses its are fed through the bus II to the read
windings of the even-numbered cores.

When the core FC I is switched by the pulse irl , the code '_" is rewritten

ir2 b

Fig.26 Series Connection of Ferrite-Diode Cells with

Push-Pull Feed

a - Principal wiring diagram; b - Symbolic

representation

on the core FC2 after which, following a half readout-pulse period, the code

"l" is rewritten by the pulse its from FCs to FCs. The code "l" is further

advanced by the pulse irl , etc. If the odd-numbered ferrite-diode cells are

considered the principal cells, then the even-numbered auxiliary cells play /86

the role of the coupling quadrupoles in single-cycle circuits.

The two-cycle circuit for connection of ferrite-diode cells differs little

in economy from the single-cycle circuit. This is due to the fact that two

sequences of readout pulses are required instead of one and that there is an

unproductive consumption of energy transferred in the opposite direction (from

right to left). If, for example, 1 is read out from the core FCz, then part of

the energy is lost in the circuit connecting it with the core FCI, since the

polarity of the emf induced in the winding wwz is such that the diode DI does

not prevent passage of the current. A considerable decrease in the energy

transfer in the opposite direction is obtained by a correct selection of the

turn ratio in the windings Wou t and w. [usually, Wo, t - (2 - 3) w.], and by

using the shunting diode Ds and the resistor R. But this does not completely

eliminate the flowback of energy; in addition, up to 25% of the energy of the

read pulses is lost across the resistor R.

The two-cycle circuit or push-pull connection of ferrite-diode cells with

controllable key triodes in the connection circuit between the cores is prefer-
able (Fig.27); this eliminates the resistors and diodes shunting the flowback

of energy. The key triodes PT I and PTs open alternately on arrival, across the

buses I and II, of the readout pulses ir_and i,s, thereby closing the circuit

of the output winding of the preceding core from the input circuit of the

following core. In its other details, the circuit operates like that of Fig.26.
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Its advantage consists in the fact that it _--_ o÷oI.___p_events transfer of

energy in the opposite direction.

The speed of push-pull circuits with ferrite-diode cells is no worse than

that of single-cycle circuits and, in addition, such circuits are noncritical

1.[/rl

D D

_t3'

Fig.27 Push-Pull Circuit for Connection of Ferrite-Diode

Cells to Controlled Key Triodes

to the duration of the readout pulses.

Three-cycle ferrite-diode circuits are also in use. These require three

sequences of readout pulses shifted a third of a period relative to each /87

other.

1J'iw ! :"

1._/. r 1 _.-----.-_"r r

_=[Ir2_ _ k_

_r

Fig.28 Push-Pull Circuit for Connection of Ferrite-
Diode Cells to Compensating Cores

In designing circuits that use ferrite-diode cells it is in_o_ut to de_

crease the noise caused by the nonrectangularity of the hysteresis loop of the
ferrite cores. The most effective method of decreasing this noise, especially

in operation over a rather wide temperature range, lies in the use of auxiliary

compensating cores. Figure 28 shows a push-pull circuit of connecting ferrite-

diode cells in which the number of compensating cores KC equals the number of

principal cores. The output winding Wou t of a main core and the compensating
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iwindlng w_ of the core KC are connected in push-pull, while their read windings

are connected in the same direction. The number of turns is taken equal, i.e.,

wr = _, Wou t = w_. With such a connection, the compensating core is always in

the zero position. If the main and compensating cores have hysteresis loops of

about equal square ratios, which is obtainable by proper selection of the cores_
then the noise voltage in the winding of the main core arising during the read-

out of 0 from it, will be almost completely compensated by the emf of opposite

polarity induced in the winding wk. Obviously, the use of a compensating core
also involves a certain decrease in the signal of the code '_" read from the

main core. It does, however, give an output signal-to-noise ratio of the order
of 20 - AO.

1JR
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Fig. 29 Inhibit Circuits

a - Circuit based on compensation of magnetic flux; b - Circuit

based on compensation of emf in the output winding

The principal advantages of circuits with ferrite-diode cells are relative

_implicity and low cost. Their disadvantages include the following:

a) the need for a generator of sufficiently powerful readout pulses ir

(the ferrite-diode cell being the passive element, and the source of energy

being the generator of the currents ir );

b) energy losses in the coupling quadrupoles;

c) existence of flowback of energy, which can be decreased or eliminated

only by shunting diodes and resistors, electronic keys, and the like;

d) low speed: the read pulse repetition rate in practical circuits does
not exceed iOO - 150 kc;

e) the need for controlling the noise due to nonrectangularity of the
hysteresis of the cores.

In spite of this, in computer technology ferrite-diode cells are used for

building registers, frequency dividers, switching circuits, logic circuits, etc.
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These disadvantages of circuits with ferrite-diode cells have given an

inuun_ive for developing the use oi active connections between the cores, so as

to ensure replacement of the energy lost on core switching. The use of junc-

tion transistors as the active elements has proved to be most expedient.

Let us consider the operation of the principal logic elements constructed
of ferrite-diode cells.

Inhibit circuits. In building inhibiting circuits with ferrite-dlode

cells, there are two principal methods of compensating the signals: compensa-

tion of the magnetic flux of the core in the input circuit and compensation of
the voltage in the output circuit of the cell.

If the former method is used, the ordinary ferrite-diode cell is provided

with a fourth winding called the inhibit winding w_a h (Fig.29a), which is con- !

nected in push-pull with the write winding. Consequently, when current pulses

(signals A and B ) arrive simultaneously in the write and inhibit windings, the

resultant magnetic fluxes compensate each other and the code "l" is not written

in the core. The readout pulse does not change the magnetic state of the core,
so that there is no signal at the output (P = 0). The code signal "l" at the

output will appear only for one combination of input signals A = l, B = O. In
other words, the circuit realizes the logic function

P_.

For stable operation of the circuit, the input signals A and B must /89
agree exactly in time.

D I

Dt '

Q

Fig.30 Coincidence Circuit with Ferrite-Diode Cells

a - Schematic circuit diagram; b - Symbolic

representation

When the latter method is used, the ordinary ferrite-diode cell is con-

nected to still another core with three windings (Fig.29b). The windings wou t l

and wou t _ are connected in push-pull. If the code signals 1 and 0 are fed

only to the input A, the ferrite core FC= will act as a compensating core:
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during the readout of 0 by the pulse ir, the noise at the output will be compen-
sated, while during the readout of l, the amplitude of the code signal at the

output is somewhat decreased on account of the emf of opposite polarity induced

in the winding wo, t _. If the code signals are fed to both inputs, the cores

FCI and FCm are switched to the position 1 and then reset by the pulse ir to

the position 0. The emf arising in the output windings are mutually co_pen-

sated, so that we get P = 0 at the output. In contrast to the preceding cir-

cuit, exact coincidence of the signals A and B in time is not required. All

that is necessary is that the two signals are given before arrival of the regu-

lar readout pulse. It is, however, necessary to have reliable compensation in

the output circuit, which is attained by proper selection of the ferrite cores.

Ooincidence circuit. Realization of the logic function P - AB is accom-

plished by the circuit presented in Fig.30. The circuit is composed of one

conventional ferrite-diode cell and two inhibit cells. The operation of these
cells is based on compensation of the magnetic flux in the input circuit. The

information is read out by read pulses of two series i,_ and ir_ which are a

half-period out of phase with each other.

"0"i,. 1.1'"
G l"b

Fig.31 Common Collector Circuits

a - With separate read windings; b - With inputs bypassed by diodes

Let the signal code 'KL"be applied only to the input A of a coincidence

circuit. Then both cores of the first stage FC I and FCs will be set in posi-

tion 1. They will be reset by the pulse its to the zero position; in this

case, in the read winding Wrs and the inhibit winding w:.bs of the core FCs,

there will be currents induced by the mutually compensated magnetic fluxes. As

a result, the core FCs will remain in the zero position and, on arrival of the

pulse its , there will be no code signal 1 at the output of the circuit (P = 0).

If the code signals i are applied to both inputs (A = I, B - i), then only

the core FCx will be set in position 1. The core FCs remains in the position O,

since the actions of the currents in its read and inhibit windings are mutually

opposite. The code 'q" is rewritten by the pulse irl from the core FC I onto

the core FC_ and is then transferred by the pulse ir_ to the output of the cir-
cuit (P - 1).

Thus, this circuit realizes the operator AND, which is also confirmed by
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the logic functions. Here, the cell i ensures transformation of the signal A,
while the inhibit cell 2 ensures realization of tbA re!ation

where B' is the signal at the output of cell 2.

The inhibit cell 3 realizes the relation

w

where P is the signal at the output of cell 3 or at the output of the entire
coincidence circuit.

Common collector circuit, The logic function P = A + B + C is simplest to

realize. For this purpose, one uses common collector circuits either with

separate read windings or with inputs bypassed by means of diodes (Fig.31). In

both cases, the ferrite core is switched to position 1 on arrival of even a

single input code signal 1 and is then reset by'the pulse i, to the position O.

In this case, the code signal 1 will appear at the output of the circuit.

Section 19. Ferrite-Transistor Cells

Operating principle of ferrite-transistor cells. A number of the disad-
vantages of ferrite-diode cells are eliminated by the use of ferrite-transistor

cells which, to a certain extent, are a development from ferrite-diode cells.

The passive element - the diode - is here replaced by an active element - a

transistor - which yielded a substantial improvement in the characteristics of
the cell.

The following types of ferrite-transistor cells are used in digital com-

puters: simple cell, inhibit cell, field-magnetization cell and, less often,
cell with self-readout (with self-excitation). The principal elements of a

cell of any of these types are a transformer with a ferrite core having a rect-

angular hysteresis loop and the semiconcuctor triode. In all cases the memory

element is a core, while the triode serves to amplify the signals and separate

the circuits, preventing backflow of information.

The core of a simple ferrite-transistor cell (Fig.32) usually has four

windings: the write winding ww, the readout winding w,, the base winding w_,

stud the collector (output winding w_ The triode as a rule is connected by a
circuit with grounded emitter, since such a circuit has the greatest power

amplification and also has the necessary number of turns in the base and col-

lector windings, ____k_ngfor fewer connections for the triode than in other
circuits (with grounded collector or with grounded base). The base winding is

connected to the input circuit of the triode, while the collector winding is
connected to the load. The number of write and read windings to which ex-

citing current pulses are fed may, in the general case, be greater.
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The complete operating cycle of a ferrite-transistor cell consists of two

cycles. We will consider that, in the initial position, the code "(_' is stored

in the cores of the cell, i.e., that the magnetic state of the core is charac-

terized by the negative remanent magnetic induction -B,. The triode is in

Fig.32 Ferrite-Transistor Cell

a - Principal wiring diagram; b - Symbolic representation;

c - Flow chart of operation

the blocked position, and a very small uncontrolled collector current flows in

its collector circuit. During the first cycle, I is written; a write pulse ir

is fed to the write winding wT, which switches the core from the position -Br

to the position +B, (Fig.32c). The resultant emf e_ induced in the base wind-
ing is applied by the positive pole to the base of the triode, causing the
triode to remain in the blocked state (in the circuit under discussion and in

all following ones, unless specifically stated otherwise, we have in mind the

use of type p-n-p semiconductor triodes). The core remains in the state +B,

until incipient decay of the write current pulse. During the period of the

trailing end of the pulse iT the magnetic state of the core changes from +B,

to +B r. The noise emf -%, induced in the base winding is of a polarity op-
posite to that of the emf e_ induced during the writing of i, and its duration

equals the duration of the trailing end of the write pulse iT. The emf eb, ,

since it is applied by the negative pole to the base of the triode, tends to

open the triode. However, because of the low amplitude and short duration of

that pulse, the triode either remains in the closed position or is opened for

only a short time, and then a noise current pulse arises in the collector cir-

cuit. At the end of the pulse iw, the core remains in the position +Br corre-

sponding to the code 'rl". In this position, it may remain indefinitely.

In the second cycle of operation of the ferrite-transistor cell, the
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the read winding wr o The a_pere-t_L_nSformed by the current i r need be mz£fi-

cient only to bring the core from the slate _r to the state characterized by
the point H of the _steresis loop (Fig,l_). During the switching, an emf -%

is induced in the base winding. As a re_alt, the triode is opened and the base

current i_, counteracting the switching, flows in the base-emitter circuit.

The collector current _ of the open triode, flowing through the winding wk ,

which is a positive feedback winding, forms an additional readout field, accel-

erating the switching of the core. The switching process increases like an

avalanche, and the triode enters the condition of saturation. After the core

has reached the saturation -BIn, the emf in the base winding becomes equal to
zero and the current in the base winding stops. However, even after co_lete

switching of the core, the collector current ik continues to flow for a time

which is determined by the resorption of the non-base carriers of the base

current. Thus, the duration of the pulse ik is determined by the choice of the'
type of triode and is composed of the core switching time and the triode cut-

off time (the time of resorption of the non-base carriers of the base current).

After termination of the pulses ir and i_ the core passes into the state -B,

and, during transition from the state -Bu to the state -Br, the emf e_, which

promotes blocking of the triode is induced in the winding wv. The core remains
in the state -B, until arrival of the next regular write pulse.

If the read current pulse i, (readout of code "On) is fed to the read

winding wr of the core in the zero position, then the magnetic state of the

core is only slightly changed. On rise of the current i, the core passes from

the state -Br to the state -Bm. In this case, the noise _mf _-e_. arising

the winding w_ has the same effect on the triode as the noise emf arising
during decay of the current i. in the write pulse 1. After the end of the

readout pulse, the core is returned to the position -B,.

If the squareness factor of the hysteresis loop of the core is close to

unity, then during readout of O there will be no collector current across the

load since the triode remains in the blocked position. On the readout i, on

the other hand, a rather powerful current pulse ik will flow across the load
connected to the collector circuit of the triode.

The semiconductor triode in a ferrite-transistor cell operates under the

saturation regime, performing the functions of a key. In this regime, the
voltage of the feed source is most effectively utilized since the voltage drop

across the triode in this case is only a fraction of a volt. Another advantage

of the saturation regime is that the value of the collector current is practi-

cally independent of the triode parameters but is determined by the resistance

of the load and the feed voltage. This permits building a ferrite-transistor

cell that operates stably over a wide temperature range. Moreover, in the

saturation regime the power dissipated in the transistors is considerably less

than when the triode operates in the active domain. In circuits with ferrite-

transistor cells, the regime of the triode in the active domain is rarely uti-

lized, mainly on account of the strong dependence of the amplitude of the

collector current pulse on the triode parameters.

The saturation regime is characterized by a constant value of the collector
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current at the triode during resorption of the excess concentration of the non-

base carriers of the base current. In a flow chart of the operation of a

ferrite-transistor cell (Fig.32c) this is represented by the flat peak of the

current is in the period Tfl s • The current pulse is in the time interval 7fI I

has still another flat peak whose presence is explained as follows: The load
in the collector circuit of a ferrite-transistor cell is usually represented /9_

by the ferrite cores of other cells where the voltage drop across the windings

varies with time. The switching of the cores of the load cells takes place in

the time interval T& + 7_1 I where T& is the duration of the leading edge of the
collector current pulse. In this case, the inductive resistance of the load

rises and the magnitude of the current is in this interval will be less than in

the interval Tfl s at the beginning of which the process of remagnetization
comes to an end.

The principal disadvantage of the saturation regime consists in the in-

creased duration of the collector current pulse by the out-of-saturation time

of the triode, which depends on the triode parameters. This explains the rela-

tively low speed of units using ferrite-transistor cells. The maximum working

pulse repetition rate, i.e., the repetition rate of the code pulses in the

write winding or of the read pulses in the winding wr is 100 - 200 kc.

The fact that the duration of the output pulse is of a cell whose triode
is operating in the saturation regime exceeds the switching time of a core by

the resorption time of the non-base carriers of the base current and the time

of decay of the collector current is of primary significance in the construc-
tion of complex logic circuits with ferrite-transistor cells. In such circuits

it often becomes necessary for the core of a ferrite-transistor cell to be re-

magnetized faster than the cores connected to the load circuit of that cell.

To simplify sketching of the circuits, a symbolic representation for the
ferrite-transistor cell is introduced (Fig.32b). The ferrite core of the cell

is denoted by a circle, its windings by lines with arrows, and the triode by a

short line directed along a tangent to the circle. Hereafter, in considering

wiring diagrams of ferrite-transistor c_lls of various types, we will assume

that current pulses of positive polarity are fed to the separate terminals of

the windings, whose beginning is marked by a dot.

The basic advantages of the simple ferrite-transistor cell are as follows:

a) relatively low requirements to be met by the ferrite cores and semi-

conductor triodes: a high uncontrolled collector current is admissible, and the

permissible scatter of values of the amplification coefficients and the limiting

frequency of the triode is greater than in purely semiconductor circuits;

b) low power consumption, since poWer is used only at the instant of
switching the core (the triode is blocked the entire rest of the time). No

high-power generators are required to form the readout pulses, since the re-
quired magnetic field in the readout of 1 is established on account of the

positive feedback. In many cases, however, this last statement does not apply

to the building of logic circuits with ferrite-transistor cells, since they

involve the necessity for sufficiently powerful readout pulses, capable of /95
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switching the cores without participation of positive feedback;

c) in circuits with ferrite-transistor cells, backflow of information is
practically absent, which is explained by the unidirectional character of the
amplifier (triode);

d) the load of a ferrite-transistor cell may consist of several such cells,
thus facilitating construction of the branching circuits;

e) a ferrite-transistor cell can be used as a pulse former for pulses of
definite amplitude and duration.

As already noted, during the write cycle on decay of the current i w from
its maximumvalue to zero and also during the read cycle on rise of the cur-
rent i r from zero to its maximum value, the triode of a ferrite-transistor cell

may open briefly, accompanied by the appearance of a noise emf. At a suffi-

ciently great squareness factor of the hysteresis loop of the core and a sharp

trailing edge of the write current pulse iv, the noise emf may reach a consid-

erable value at which, because of the regenerative process, complete opening

of the triode during the write pulse is possible. The probability of this
event increases with the number of turns in the base winding and with the use

of triodes having a high current amplification factor. Under these conditions,

the cell may pass into the regime of self-readout (self-excitation), i.e., of

operation on the trailing edge of the current pulse i,. The phenomenon of pre-

mature output of information (readout during the write cycle) is in most cases

undesirable. Spurious operation of the cell is prevented by connecting a source

of constant positive bias in the triode base circuit. The voltage of this bias

source will compensate the noise emf in both the write cycle and the readout

cycle. The stability of operation of the cell can also be improved by intro-
ducing into the emitter circuit of the triode a small resistor (of the order of

several ohms) so as to decrease the positive feedback in the cell.

When a positive bias source is connected to the base circuit, the time of
removal of the triode from the saturation regime is shortened, thus increasing

the speed of the cell.

These measures for improving the stability of operation of the cell, be-
sides requiring additional energy consumption, are not sufficiently effective

at large temperature fluctuations. Under such conditions, it is more effective

to connect additional compensating cores in the circuit of the cell.

Figure 33 shows a circuit for a ferrite-transistor cell with one triode

and three cores: an operating core (OC), a compensating write core (CWC), and a

compensating readout core (CRC). The write windings of the cores OC and CWC

are connected in push-pull, exactly as the read windings of the cores OC and
CRC ars coz_ected. With such a connection, the compensating cores can be only

in one of two stable states: the core CWC in the zero state (-B r), and the core

CRC in the one state (+Br )"

In writing i into the operating core, when the noise emf e_m appears in

the base winding during the decay of the current i., an emf ev is also induced

in the base winding of the core CWC, but this emf has a sign opposite to that
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of e_a. If the squareness factors of the hysteresis loops of the cores OO

and CWC are the same, then these emf compensate each other, so that the total
emf across the base of the triode in the ideal case will be zero and there will

To load
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Fig.33 Ferrite-Transistor Cell with Compensating Cores

a - Principal wiring diagram; b - Compensation of noise

in writing; c - Compensation of noise in readout

be no noise at the output. In exactly the same way, in the readout of O from

the operating core, the noise emf arising in its base winding (during rise of

the current ir) is compensated by the emf er induced in the base winding of
the CRC core.

The use of compensating cores complicates the ferrite-transistor cell. I_
matching the elements of the cell attention must be paid to the selection of

cores with the same parameters. This complication can be tolerated if the uni_

using such cells must operate over a wide temperature range.

Ferrite-transistor inhibit cell (Fig.34_. This cell differs from a simple

cell by the presence of the inhibit winding wl, h on the core. This winding is

connected in push-pull to the write winding, if the writing 1 is to be in-

hibited, or in push-pull to the read winding, if the readout of ± Is to be in-
hibited.

92



If the windings ww and wlnh are connected in push-pull, then feeding the
current pulse iln h to the winding wis h simultaneously with the pulse i= wil_
noL change the magnetic state of the core, i.e., the writing of 1 is inhibited.

p._B

A J'L_ _PT I I

It.Jr

Fig.SA Ferrite-Transistor Inhibit Cell

a - Principal wiring diagram; b - Symbolic
representation

The reliability of execution of the operation of inhibition is increased if /97

the following condition is satisfied:

where _inh, _w are the respective durations of the inhibit pulse and the write

pulse;

ws _h, ww are the respective numbers of turns in the inhibit and write

windings.

If the signals fed to the windings ww and wis h are denoted respectively

by A and B, then the logic relation realized by the inhibit cell is of the forn!

P = AB,

where P is the signal at the output of the circuit.

The disadvantages of the inhibit cell are as follows:

a) Two different types of shaping cells are required to shape the

pulses ii, h and iw, in view of the fact that _ and _ are not the

same.

b) Strict synchronization of the pulses ilu h and iw is necessary.

Ferrite-transistor cell with field magnetization (Fig.35). In this cell,

_he core has a field magnetization winding w_ instead of the write winding.
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Through the winding wt flows a field magnetization direct current it, which
maintains the core in the state of saturation corresponding to the code "l"
(the point M_of the hysteresis loop in Figo35C).

f_

To l_ad

a

Fig.35 Ferrite-Transistor Cell with Field Magnetization

on the Writing End

a - Principal wiring diagram; b - Symbolic representation;

c - Position of the working point on the hysteresis loop

The readout of 1 is accomplished by the pulse ir and the information
is regenerated by the current it. The readout ampere-turns are selected on
the basis of the condition

/.,.w_ _hwf+/'/,+_oWb

In such a cell the field magnetization is on the writing end. It is pos-

sible to build a circuit for a cell with field magnetization on the readout

To load

Fig.36 Ferrite-Transistor Cell with Field Magnetization
on the Readout _d

a - Principal wiring diagram; b - Symbolic representation;

c - Position of working point on the hysteresis loop

side (Fig.36), in which the core has a write winding w,, a field magnetization

windingwt, a base winding w_, and a collector windingw_. The windings w,
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and w_ are connected as random windings. The direct magnetization current

flowing through the winding w. kee_s the co_ iu t.h_dnm_n _ q=+_1_+_ _C_

responding to the point M_ of the hysteresis loop (Fig.36c). Consequently, the

code "0" is at all times stored in the core. When the write current pulse i.

is fed, the core is switched to the state +B,, and is then reset by the magneti-
zation field to its initial position, while the code signal '_" appears at the

output.

The regeneration of information after readout, when the action of the in-

put signal has stopped, without a special pulse, is in many cases a valuable

property of fleld-magnetized ferrite-transistor cells. In addition, such a

cell is distinguished by a satisfactory noise figure and by selectivity with

respect to the amplitude of the input signals. A major disadvantage of field-

magnetization cells is their considerable DC power consumption.

Ferrite-transistor cells are being further improved by increasing their

speed and optimizing their design and operating characteristics. It is pos-

sible to increase the speed by using ferrite cores with a lower switching

constant S_ and a smaller threshold Ho , by decreasing the size of the cores,
and by using high-frequency semiconductor triodes. The operating characteris-

tics of such cells can be optimized by improving their design, so as to /99

simplify building of the cells and units in which they are used and to increase

their operating reliability.

The ferrite-transistor cell is usually made in the form of an integral

module, which is considerably more convenient than using separate components of

memory converter and triode which are then electrically connected into a cir-

cuit. The integral cells are checked during the manufacturing stage and are

then used in assembling the various units. Basically, check-testing a finished

cell, if both memory converter and triode are tested before assembly, consists

in testing the parameters of the collector current pulse under load, by feeding

write and read pulses to the windings w_ and wr from square pulse generators.

Section 20. Logic Circuits using Ferrite-Transistor Cells

In the construction of various logic circuits using ferrite-transistor

cells, the selection can be confined to a few types of cells by means of which

the basic AND, OR, NOT elements are realized (the operation NOT is performed

by an inhibit cell) and to a master oscillator for pulses of clock frequency.

In all cases, when building units of ferrite-transistor cells, the basic

elements of such cells, namely, the memory converter and the triode, must meet

the following requirements: interchangeability of same-type elements, absence

of any individual regulation of the elements as a function of load, identity of

the rejection criteria for £errite cores anG triodes, stability of operation in
an assigned range of temperature variation and feed voltage. Elements or com-
binations of elements whose action is based on time or amplitude relations be-

tween currents or voltages must be avoided. This makes extensive use of a

field-magnetized cell undesirable in view of the fact that, because of the dif-
ferences between the values of the coercive force of the cores, one m_t either
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considerably increase the a_pere-turns of the magnetizing field or individually

adjust each cell. Aside from the labor involved in individual adjustment, this

violates the principle of interchangeability of cells. Those versions of logic

circuit design are preferable that do not require rigid synchronization of the

pulse_ from the beginning of each cycle but which, within the limits of a

single cycle, permit arbitrary delays of the code signals. This considerably

facilitates the design of complex branched circuits.

Q
to ] oad
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b

Fig.37 Series Connection of Ferrite-Transistor Cells
a - Single-cycle circuit; b - Push-pull circuit

In units using ferrite-transistor cells it often becomes necessary simul-

taneously to write or read information into or from a large number of cells, /lO0

considerably exceeding the load-carrying capacity of an ordinary cell. In such

cases, one uses either a cascade connection of ordinary cells increasing them
to a number sufficient to switch all the cores of the load cells, or else high-

power current amplifiers.

The most typical connection in logic circuits is the series connection of

ferrite-transistor cells when the write winding of the core of the following
cell is used as the load in the collector circuit of each preceding cell.

Single-cycle, two-cycle and, to a lesser extent, three-cycle circuits for
series connection of cells are in use.

As in similar circuits for ferrite-diode cells, in the single-cycle feed,

the readout pulses (gating pulses) arrive simultaneously in the read windings

of all cells of the circuit (Fig.37a). Under the action of the readout pulse,
all cores in state 1 are flipped to state O, and code transfer pulses arise at

the output of the corresponding cells. These pulses, passing through a delay
line composed of LC and RC circuits, set the cores of the following cells in

the position 1. The purpose of the delay line is to delay the transfer pulse
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arising in the collector winding of the core of the last cell until the end of
the transients in the core of the next cell, caused by the action of the read-

out pulse.

Push-pull circuits of series connection of ferrite-transistor cells are

more widely used (Fig.37b). The readout pulses are fed across two buses I and

II, all odd-numbered cells being connected to one bus and all even-numbered
cells to the other. The frequencies of irl and irz are the same, but the irz

pulses are shifted a half-period with respect to the ir_ pulses. In contrast

input

Fig.38 Generator of Two Series of Readout Pulses

to the single-cycle circuit, the arrival of a readout pulse, the readout of the_

code "l" from the preceding cell, and its writing into the core of the follow-

ing cell all are simultaneous. In push-pull circuits, the operations of write
and read of information from each cell are strictly separated in time. This

improves their operating reliability at variations in the readout-pulse dura-

tion within fairly wide limits.

A single source - the generator shown in Fig.38 - may be used to form the

two series of readout pulses ir_ and irz. The ferrite core of the generator

transformer is of the VT-5 type, 3 x 2 x 1.5 ram, while the semiconductor triode

is of a PIL type. The input winding of the core has 30 turns, and the other

windings 12 turns each. The input winding is fed with sinusoidal oscillations

input. During the positive half-period of the sinusoidal oscillations, the
core is switched to the position +B r and during the negative half-period, to

the position -B r• The right and left pairs of triodes are alternately opened,

and at the output there arise readout pulses of the two series ir_ , ir_ l_

which are shifted a half-period with respect to each other. Such a generator
is a good matchinz element between a unit with a high output impedance (for
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example a vacuum-tube oscillator) and a unit with a low input impedance.

The pulse generators used to give the operating clock frequency for unite

with ferrite-transistor cells may be any types of self-excited oscillators

whose output stages are connected to the write and read windings of the cells.

If stability of oscillator frequency is not particularly important and larger

/I
Se

Fig.39 Negation Circuit with Negation at Various Times

pulse currents are required at the output, blocking oscillators in the self-

oscillatory regime are used. The master oscillator used may also be a syn_et-

ric multivibrator using Junction transistors to whose collector circuits the

write and read windings of buffer ferrite-transistor cells are connected. If a

more stable frequency of the gating pulses is required, generators of sinu-

soidal oscillations are used by means of which the multivibrators perform

the function of matching circuits with the ferrite-transistor cells.

Let us consider some of the most widely used logic circuits based on
ferrite-transistor cells.

NOT circuits. The logic relation realized by a NOT circuit has the form

PmA_,

where P is the output signal of the circuit;
A is the input code signal;

B is the input inhibit signal.

This relation is also realized by a NOT gate (Fig.3&), one of whose dis-

advantages, as already noted, is the requirement for strictly simultaneous

feeding of the pulses to the read and inhibit windings.
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A NOTcircuit with so-called different-time inhibition is used more wide-
ly; Fig.39 showsa practical version. The circuit is constructed with t._o
r_ll q that u_c v_-_ formate cores and PI5 triodes.

Core dimensions: FC_= 3.1 x 2 x 1.35 ram; FCz = 3.1 x I.A x 1.35 ram. ___
Turn data:

_.l= w_== 10;

Wr I _Wr 2 m I;

w,, =. a,k:--3;

%, =-Wb:--" l&

Resistors: RI = Rs = 33 ohm; Rz = 68 ohm; Rel = Rez = 5 ohm.

The code signal A is fed to the winding ww_ which writes i into the core

FCI, and the inhibit signal B is fed to the winding wwz , likewise switching the

core FCz into position 1.

Each cell of a NOT circuit has its own source of collector feed. Here,

if during a single cycle only the signal A or only the signal B is fed, the

corresponding core is switched to the position i and then reset by the next

regular readout pulse to the position O. Then, the triode of the cell is

opened and the current pulse i_ I or i_= appears in the common collector circuit.

If, however, both signals - code signal A and inhibit signal B - are fed

during a single cycle, then the cores FCI and FC2 are at first switched to
position 1 and are then reset by the readout pulse to position O. In the read_

out period, however, only the triode PT z is opened. The explanation is as

follows: The current pulse ikz causes a voltage drop across the resistor R_
connected in the base circuit of the first cell. This voltage drop compensates

the emf of the base winding w_1 which is induced at the instant when the core

FCI is switched from position 1 to position 0. As a result, the triode PT I

remains blocked, the electrical circuit for the current i_I is opened, and no
signal appears at the output (P = 0). For the same reason, we get P = 0 if the

following combination of signals occurs at the input: A = O, B = l, i.e., only

the inhibit signal is fed to the input. The code signal 1 appears at the out-

put if and only if A = l, B = O.

In a NOT circuit with different-time inhibition, the input signals A and B

may be fed during the writing cycle, i.e., before the readout pulse, with any
mutual phase shift. This is the fundamental advantage of such a NOT circuit.

Reliable inhibition of the action of the emJ _n the base winding wb2 by

the voltage drop across the resistor RI is possible if the following conditions
are satisfied:

a) The duration of the current pulse ikz must be longer than that of the

current pulse i_I. This is accomplished either by using cores of different
size in the eells, as has been done in the circuit under consideration (the
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cross section of the core FCs is greater, and therefore its switching time /lO&

is also greater, meaning that the duration of the pulse ik2 is longer), or by
connecting a second cell of greater resistance in the emitter circuit.

b) The operation of the second cell must begin about 0.i _sec before that

of the first cell. To meet this condition, triodes must be rejected according

to the trigger delay time.

,13.
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Fig. hO Inverter

a - Principal wiring diagram; b - Symbolic representation

In accordance with the character of the processes taking place in the NOT

circuit during the readout Cycle, such a circuit is predominantly a voltage

circuit. Here it is only necessary to ensure that one quantity exceeds the

other (the voltage drop across the resistor R_ must be greater than the emf in

the core w_ when the core FC I is switched from position 1 to position O; in

addition, various degrees of excess are allowable. In this lies the main dif-

ference from all other types of compensating circuits, in which the parameters

must be equal for various operating regimes, which is naturally considerably
more difficult.

The principal drawback of this NOT circuit is the need for two sources of

collector feed. It must also be borne in mind that normal operation of the

circuit requires sufficiently powerful readout current pulses to switch the

core without a supplementary magnetic field due to positive feedback. This
becomes necessary at A = 1 and B = 1.

The inverter. The inverter is used for the operation of logic negation.
The inverter circuit consists of two ferrite-transistor cells (Fig.AO).

The first cell of the inverter is the ones generator. This is essenti- /105

ally a ferrite-transistor cell to whose write winding w,_ and read winding wrl

the write and read pulses are continuously and alternately fed. Consequently,
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at the output of the ones generator, a sequenceof pulses coinciding in time
........ _ .... _ _o=_ is fur_ed. Th_ ones generator is symbolically repre-
sented in the form of a circle with a one inside it (Fib._Ob). The second cell
of the inverSer is the inhibit cell. Its write winding is fed with pulses from
the ones generator, while the code signal A goes into its inhibit winding.

Fig._l
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Coincidence Circuit using Ferrite-Transistor Cells

For A = O, pulses from the ones generator are transformed by the inhibit

cell at the output of the inverter, i.e., P = I. On the other hand, if A = i,

i.e., if a sequence of pulses coinciding in time with the pulses from the ones

generator is fed to the inhibit winding, then there will be no pulses at the

output (P = 0). Thus the inverter is a dynamic element at whose output a se-

quence of pulses either does appear (P = I) or does not appear (P = 0).

Coincidence circuit. Several versions of building coincidence circuits

from ferrite-transistor cells are possible. In one of these versions, the

coincidence circuit is built of three cells, like a circuit with ferrite-diode
cells (Fig.30), i.e., using inhibit cells. The practical application of this

version is limited by the requirement for strict time synchronization of the

input signals as well as by the considerable power consumption of the cells.

The version of the coincidence circuit shown in Fig.A1 is more widely used_

This circuit consists of simple ferrite-transistor cells connected in parallel.

iThe number of these cells equals the number of input a2_ntities_

The circuit operates in push-pull: during the write cycle, the input code

signals A and B are fed and during the read cycle, the readout current pulse it,

If only a single input signal is given, for example the signal A, then the

core FC I is switched to position 1. During the readout cycle, the core is re-

set to position O, but the triode PT_ remains cut off (it is opened only on the
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base) since the circuit for its collector current is open (the triode PT_ is
cut off). Consequently, the switching of the core FCI from position 1 to posi-
tion 0 is accomplished only by the readout current, without participation of
the additional field produced by the positive feedback of the cell. The /l_

circuit operates similarly if only the signal B is fed to the input, i.e., when
A = O, B = 1 we also get P = O.

If both input signals are fed during the write cycle (A = i, B = i), then

the cores FC_ and FC_ are set in position one. During the readout cycle, both

cores are switched to the position zero, the triodes PT_ and PTm are opened,

the circuit for the collector current is closed, and the code signal 1 appears
at the output of the circuit.

P=R*B

Fig. A2 Collector Circuit

Stable operation of the circuit under various temperature conditions is
ensured if the following requirements are met:

a) The number of readout ampere-turns must be sufficient to switch the

cores without participation of the positive feedback of the cells.

b ) The switching time of the cores of the cells must be the same.

c) The readout pulse repetition rate nmst be so selected that its period
is longer than the resorption time of the non-base carriers of the base current

of one triode, with the second triode cut off. The meaning of this require-

ment is as follows: Let only the signal A be fed during the write cycle. Then,

during the readout cycle, the magnetic state of the core FCm will not change

(the code "_' will be held in it), the triode PT_ will be blocked, the core FCI

will be switched into the zero position, and the triode PT I will be opened only

at the base on account of the emf in the winding wbl. The base of the triode

PT I will be saturated with non-base carriers, which take a rather long time for
resorption because of the slightly controlled collector current of the triode

PT_. Before resorption of the non-base carriers has been completed, the

triode PTI is open on the base. During the following write cycle, let only the

signal B, which writes 1 into the core FCm, be fed in and let the resorption of

the non-base carriers in the base of the triode PT I not be completed on arrival

of the readout pulse. This will lead to the appearance of a spurious signal at

the output of the circuit. The magnitude of this signal may be comparable with
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that of the code signal I. Thus, the need to decrease the readout pulse repe-
tition rate leads to a decrease in the speedof such circuits.

With increasing numberof inputs in a coincidence circuit, its load-carry.

ing capacity decreases, i.e., the output signal of the circuit will be able to

write or read information only from a smaller number of ferrite-transistor

cells. This is due to the decrease in the output current produced by the over-

all voltage drop across the series-connected collector windings of the coinci-

dence circuit. The necessary load-carrying capacity of a coincidence cir-

cuit with a large number of inputs is maintained by decreasing the number of

turns in the collector windings of the cells.

.Collector circuit. The operation of logical addition is realized by a

collector circuit which in its most elementary form consists of a simple

ferrite-transistor cell with the same number of write windings as there are

input quantities. The circuit presented in Fig.A2 realizes the logic relation

P = A + B. If only a single signal is fed to the input, the core is switched

to position l, and is then reset by the readout pulse to position O, causing

the code signal 1 to appear at the output.

Nonequivalent circuit . A circuit of logic nonequivalence (OR - OR cir-
cuit) realizes the logic function

p = A_ + _ta. (36)

The code signal 1 appears at the output of a nonequivalent circuit if and

only if one of the input signals is fed to the inputs, i.e., if and only if the

following sets of input variables are present: A m l, B - 0 or A = 0, B = 1.

In designing an OR - OR circuit, it is convenient to represent the func-
tion (36) in the form

P= A-_(A+ B). (37)

The functions (36) and (37) are equivalent, which is easy to prove. In

fact, we have

p =-.A--B(A + B)= (A + B)(A + B) = _IA+ _IB + AB +BB =

= A_ + 74B.

The functional and principal wiring diagrams of nonequivalence, realizing

the relation (37), are given in Fig.A3. The circuit is constructed of three

ferrite-transistor cells, the first cell performing the operation OR, and the
second and third the operation AND. All three cells participate in performing

the operation NOT.

At first, the cores of all cells are in the zero position. If, during the

write cycle, both input signals are fed (A = l, B = 1), all cores of the cir-
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cult will be switched to the position one. During the readout cycle, the cores
are returned to the zero position, and only the triodes PT_ and PTs are com-
pletely open. The triode PTI remains in the cut-off state and is open only on
the base. This is due to the fact that the collector current its arising on
simultaneous switching of the cores FC2 and FCs to the zero position, produces

across the resistor RI a voltage drop compensating (suppressing) the emf in the

base winding of the core FCI during its switching to position O, thereby keep-

ing the triode PT I in the cut-off state. Consequently, there will be no
signal at the output (P = 0).

'T 1

b

Fig. A3 Nonequivalent Circuit

a - Functional diagram; b - Schematic diagram for
ferrite-tran_i_tor cells

If, during the write cycle, only one input signal is given, then either

the cores FC I and FC2 (at A = l, B = O) or all cores FC I and FCs (at A = O,

B = l) are switched to position 1. During the readout cycle, the initial posi-

tion of these cores is restored, and only triode PT_ is completely open. Tri-

odes PTs and PTs remain in the cut-off position, since the electric circuit fo_
their collector currents remains open. In this case, the code signal 1 appears

at the output.

Here, as in coincidence circuits (Fig.Al) and inhibit circuits (Fig.39),

there _mst be enough readout ampere-turns to switch the cores without partici-

pation of the positive feedback in the cells.

A nonequivalent circuit may be use_ to form the complement code of a num-

ber from the direct code. For this pu_ose, the code pulses of the direct code
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of the number are successively fed to one input of the circuit, while the gating

pulses, synchronously with the code pulses and at the same frequency, are fed

to the second input. The code pulses of the inverse code are formed at the

output of the circuit.

Section 21. Basic Logic Elements from Electron Tubes and Semiconductor /109
Devices. Circuits with Direct Connections

Vacuum tube circuit of the logic elements. In constructing logic elements

from electron tubes, either voltage or current pulses or potential levels can

be used as the code signals at the inputs and outputs.

The logic coincidence circuit for two or morA inputs can be constructed

Fig.&&

L'_

L_r_L_t_t P.4|

Potential Coincidence Circuit with Two Inputs,

using a Duo-Triode Tube

_rom single-grid or multigrid electron tubes. Figure &A gives a potential

"_oincidence circuit with two inputs using a duo-triode tube. In the absence of

input signals A and B, both tubes LI and Ls are open. The internal resistance

of the _oen tubes is many times smaller than the plate resistance R,. For this

reason, the voltage _ is mostly applied to the resistor Ri where the output

will be at a low potential level corresponding to the code "_'.

The code signal 1 at the input is represented by a low potential level and!

the code signal 0 by a high level. If only a single input signal A or B is

fed, the corresponding tube is cut off. Even in this case, however, the in-
ternal resistance of the open tube is, as before, less than the plate resist-

ance Ra, i.e., as before there will be a low potential level (code "0") at the

outpl)L 7_ +._. +_ _....• --- _-_ si.--_It_-_eously,then the tubes L_

and L_ will be cut off, and the voltage at the output will rise to the value E.,
iwhich corresponds to the code "I".

The positive bias voltage +E e on the grid of both tubes is imposed in

order still more to decrease the resistance of part of the circuit M - N in the
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absence of input code signals.

The pulse coincidence circuit with two inputs (gates) using the pentode
6Zh2Pwith two control grids, has found wide practical application (Fig.AS).
Gates of this type are particularly advisable in cases where the input code

signals are difficult to synchronize. Since the code and control signals at

the inputs of the circuit do not coincide in time in the general case, a small

memory capacitance is connected to one of them, which remembers the code sig-

nal that has arrived at one input until the time of arrival of a code signal at

the other input. The memory time is about 1 _sec. The normal operation of the

circuit requires the signal A to arrive not later than the signal B. On termi-

nation of the code pulses A and B, a clearing pulse is fed to the capacitor CI,

to the zero position U"O", coinciding In time with one of the synchronizing

(gating) ses.

P" RB ÷Z_v _ •

Fig. AS Vacuum-Tube Gate with Memory Capacitance

In the absence of code signals, the tube is cut off on the first and third

_rids (E,I = -8 v, Ess = -16 v). The code signal A consists of a positive

pulse of 30 - 35 v amplitude fed from the level of -38 v across the diod ° D2.
The signal A charges the memory capacitance C_ to a potential of the or_ _.rof

-lO v and thus opens the pentode on the third grid by +12 v relative to he

cathode. The rise of the potential on the capacitor by more than -lO v is
limited by the diode D_ connected to the -lO v source. After feeding only the

_ignal A, no plate current will flow through the tube since this latter is still

closed on the first grid. On arrival of the signal B, likewise represented by

a positive pulse of 30 - 35 v amplitude_from the level -30 v), the tube is open

on both grids and the code signal 1 (signal P ) appears at the output.

The positive feedback in the circuit of the third grid of the pentode

forces its triggering by the third grid.

The current of the third grid discharges the capacitor C_. However, the

presence of stray capacitance C, between the windings of the output transformer

causes charging of the capacitor CI. Cansequently, at the end of the input
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code signals, the circuit may also fail to return to the initial state and, on

arrival of only a single rem_lar signal B. again produce a pulse of the code "I"

at the output, but this time a spurious signal. This undesirable phenomenon is

eliminated by feeding to the memory capacitor CI a clearing series of negative

erase pulses U"_' of 30 - 35 v amplitude (from the level -10 v). The pulses

U"O" every 1.5 _sec will discharge the capacitor C_ to the potential -38 v.

The overshoot of the pulses in the secondary of the transformer is damped

by the aid of the diode Ds and the resistor _. In addition to the leak re-

sistor _, the circuit of the first grid also includes the resistor _, serving

to stabilize the power dissipation of the grid. The resistor R_, connected
to the -60 v source, is designed to maintain a potential of -38 v on the memory

Fig.A6 Pulse Common Collector

Circuit for Signals of Negative

Polarity

Fig._7 Inverter using a Vacumm-
Tube Triode

capacitor, in the absence of input code signals. This coincidence circuit

using a pentode is convenient because of the fact that, thanks to the pulse
transformer, it permits pulses of the desired polarity to be obtained at the

output. The output of the circuit can also be loaded across a small resistance_

Collector circuits can often be obtained from coincidence circuits by

simply changing the operating states of such circuits. For example, if instead

of a positive bias a negative bias is applied to the grid of the tubes in a

potential coincidence circuit (Fig.AA) in such a manner that in the absence of

input code signals both tubes are held in the blocked state, and if high-level

potentials are used as the Code signal 1 at the input, then if a code signal i

is present at at least one of the inputs, the corresponding tube (LI or Lm ) will

be opened and the low-level signal (code "I") will appear at the output.

Figure A6 gives a pulse common collector circuit for signals of negative

__j, usir_ _ triode tube and -_-_-_"_- _^- _-o__ _o .... _ diagram sb_ws f_ar

inputs, but their number may be either increased or decreased. On appearance

of a code pulse of negative polarity at any of the inputs (or on several inputs

simultaneously), the tube is cut off and a negative pulse (the code signal l)

appears at the output of the circuit. The diodes perform purely separating

functions, eliminating m_tual inductance of the input circuits.
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An inverter may be built of a single triode (Fig. L7). If there is a low

level potential corresponding to the code "0" at the input, then the tube is

blocked by a negative bias -E© applied to the grid across the bias resistance.

In this case, the plate potential equals the source potential +Ea, i.e., there

will be a high level signal at the output, corresponding to the code "l". On

application of a high potential (code "l") to the input A, the tube is opened /ll2
and the plate potential falls, causing the code signal 0 to appear at the out-

put. Consequently, the inverter realizes the logic negation P = N.

Fig. _8 Diode-Rheostat Coincidence Circuit

Diode-rheostat and diode-transformer circuits. Semiconductor diodes are

widely used to construct logic circuits, since they have a longer service life

than vacuum tubes, and are smaller and more economical.

Fig.A9 Diode-Transformer Coincidence Circuit

Two types of logic circuits based on semiconductor diodes are used: diode-

rheostat and diode-transformer. Diode-rheostat circuits are composed of diodes

and resistors. They are simple and compact, but require amplification of the

signals by the work of one circuit on another.

The principal elements of diode-transformer circuits are diodes and pulse

transformers, for which purpose toroidal transformers with ferrite cores can be

used. Such circuits require no intermediate amplifiers for each stage. A
change in the diode characteristics has no effect on the parameters of a diode-
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tr=_nsformer cir_ait_ ,his is due to the fact that %hediodes are cow,Pared
ibetween the windings of the transformers. The forward resistance of the diode
is muchless than the impedanceof the winding for the ACcomponentof the puls9
(the code signals being represented by pulses). The back resistance of the
diode, however, is considerably greater tb_n the resistance of the winding for

the DO component of the signal. The main drawback of diode-transformer cir-

cuits is their sensitivity to the phase relations of the signals, which de-

creases the operating reliability.

In a diode-rheostat coincidence circuit with two inputs (Fig.A8), the

transformers are the output transformers of the write elements putting out the

code pulses A and B. In the absence of input code signals (A nO, B - 0), both

diodes are open allowing passage of equal currents _I, while there will be a

low potential (code "0") at the output. If only a single code signal is fed

(A I l, B = 0 or A = O, B - 1), one of the diodes will be open and all the

.J'l. Dv

Input_._. .

a

.ft. .I-I.D,

Fig.50 Common Collector Circuits

a - Diode-rheostat type; b - Diode-transformer type

current will be redistributed in the branch of the other diode. In this case,

the current through the resistor R is practically unchanged, since R ) Ri

(where Ri is the internal resistance of the open diode). Consequently, we get

P = 0 also in this case. Finally, when positive code pulses arrive simultane-

ously at both inputs, the diodes D_ and Ds are closed, the current is inter- _i_

rupted, and a positive voltage pulse (code "I") appears at the output.

Figure A9 gives a coincidence circuit of the diode-transformer type. JThe

logic operation AND is performed by the aid of the diodes DI and Ds, while the

transformers perform the functions of input and output circuits. The input

code signals of positive polarity block the diodes Dx and Ds. A positive pulse

at the output, corresponding to the code "l", appears if and only if the sig-
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rials A and B are simultaneous. The quenching diode D,, connected in parallel
with the output circuit, increases the ratio of the useful signal i to the

noise. The resistance of the quenching diode is low for weak signals and high

for strong signals. In circuits operating on the principle of signal coinci-

dence, the noise in power is weaker than the useful signal 1 at the output,

since at the instant of coincidence the powers are mmmmted.

Figure 50 gives examples of the arrangement of common collector circuits

of diode-rheostat and diode-transformer types. In these circuits, the positive
code signal "i" appears at the output when the code i, represented by a pulse

of positive polarity, arrives at at least one of the inputs. The diodes per-
form the function of separating the input circuits.

D.! " D ' /

a

,,,k, Af4.g
b

Fig. 51 Inhibit Circuits

a - Diode-rheostat type; b - Diode-transformer type

A diode-rheostat inhibit circuit (Fig.51a) is readily obtained from a

coincidence circuit (Fig._8) by making Certain changes in its operating regime.

The secondary winding of the right pulse transformer is grounded, and the in-
hibit signal B is represented by a pulse of negative polarity. In the absence

of input signals (A = O, B = 0), the diode D I is open while the diode DR is cut

off. Current flows in the left branch of this circuit across the diode DI. If_
simultaneously with the signal A, the inhibit signal B is applied (A = i, B =
i=i), the diode DI is cut off and the diode D2 is open; current will flow in

the right branch of the circuit across the diode Ds, and at the output of the

circuit - as before - the code signal "i" is absent. In the combination A = i,

B = O, i.e., when the code signal i is fed only to the input A, the diode D_ is
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cut off and the positive pulse corresponding to the cod_e'_" appears at the
output. Thus, the circuit realizes the relation P = AB.

In the diode-transformer inhibit circuit (Fig.51b), the secondaries of the
transformers Trl and Tr2 are connected in tandem, and the quenching diode Dq is
connected to the center tap of these windings. On account of the series con-
nection of the secondary windings, the code signal A is compensatedby the /llA

inhibit signal B. In the absence of an inhibit signal (B = 0), the lower end

of the secondary winding of the transformer Trl is below the potential of the

ground. For reliable compensation of the signal A it is necessary that the

a_plitude of the pulse in the output winding of the transformer Tr2 be slightly

higher than that of the pulse in the output winding of the transformer Trl.

Fig.52 Con_non Collector Circuit for Signals of

Negative Polarity

For stable operation of a diode-transformer inhibit circuit, the inhibit

signal B must be applied before the code signal A. The strict conditions for

synchronization of the input signals of the circuit are its main drawback.

Logic elements with semiconductor triodes. Such triodes have promoted

the manufacture of a compact, economical, and reliable computer. The use of

triodes with various types of conductivity (p-n-p and n-p-n) gives the designer

a greater opportunity to improve circuits of high-speed digital computers than

does the use of electron tubes. In designing logic circuits based on semicon-

ductor triodes, predominantly emitter followers and inverters are used.

The logic elements for realizing the basic logic relations AND, OR can be

formed by connecting emitter followers in parallel with type p-n-p triodes. /ll5

The collector circuit with two inputs shown in Fig. 52 consists of two emitter

followers. In the absence of signals at the inputs, the triodes PT I and PTs

are in a weakly conducting state, and the voltage at the output is approximately

equal to the zero ground potential which corresponds to the code "(_'. If the

code signal 1 of negative polarity is fed to at least one input of the circuit,

the corresponding triode is opened and the increasing current of the triode

lowers the potential at the output, in consequence of the voltage drop across

the resistor R,. Thus, the code signal 1 of negative polarity appears at the

output. By changing the operating conditions and parameters of several elements,

this circuit can be used for the operation of logical multiplication.
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Despite the frequent use of emitter followers for the construction of logic
circuits, such circuits are not free from faults. The main cause of these
faults is the absence of voltage amplification in the emitter follower.

Fig.53
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Inverter using a Semiconductor Triode

In the circuit of an inverter using a semiconducting triode with rheostat

connections (Fig.53), the feed is provided by the voltages _ and E_. The

magnitudes of the resistances are so selected that the output signal of the

inverter can be used to control several similar inverters. The input voltage

Rn ._.

Input J Input 8 Input C

Fig.Sh Coincidence Circuit using Direct-Coupled Triodes

for Negative Input Signals

divider ensures the nonconducting state of the triode at zero potential of the

input signal, corresponding to the code "_', and also maintains the required

value of the base current on application of a signal of negative polarity cor-

responding to the code 'rl". At A = 0, the triode is cut off and there will be

a low potential approximately equal to -12 v (P - 1 ) at the output. At A - l,

the triode is opened and the potential at the input rises to almost zero, i.e.,
P=O.

Direct-coupled lo_lc circuits. Semiconductor triodes permit the construc-

tion of direct-coupled circuits. A coupling between the collector of one tri-

ode and the base (collector or emitter) of the other is called direct if it has
no intermediate elements.

Direct-coupled circuits were first used after the development of surface-
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barrier triodes which, in their parameters and characteristics, proved to be
m_+ Q,_+_Io _^_ ÷_.... ^ *_'_^_ ^_ _'^_ " its _- t_Qdes .....
connected by a circuit with grounded emitter, either in series or in parallel.

A surface-barrier transistor is a semiconducting triode in which two recti-
fying electrodes or contacts are laminated, by a special electroplating pro-
cess, to opposite sides of a thin electrolytically polished sheet of germanium.
Such triodes are characterized by a base thickness of about 5 _ and a cutoff
frequency from 30 to 80 Mc.

The most widely used Soviet surface-barrier triodes are types PAOA,PA05.

Let us consider examplesof the construction of direct-coupled logic cir-
cuits.

IpT,

y_ Jt .

Input A, i?c
#

Fig. 55 Direct-Coupled Collector Circuit with Triodes

for Negative Input Signals

A logic coincidence circuit with three inputs for negative input signals
(Fig.SA) realizes the relation P = ABC. The triodes are connected in series•

In the absence of signals at the inputs, the triodes are blocked and the voltage

at the output is close to the voltage of the feed source -_. When pulses of
negative polarity, representing the code'_", are fed simultaneously to all the

inputs, the triodes are open during the time of action of the pulses, and a /i17
relatively large collector current flows through the series circuit of the tri-

odes and the resistor _. The potential at the output of the circuit decreases

from -_ to almost zero, i.e., a positive voltage pulse appears at the output.
Consequently, this circuit is a coincidence circuit with phase reversal for

negative input signals. It can be used as a collector circuit with phase re-

versal for positive input signals. In that case, in the absence of input sig-

nals, all the triodes are open and a potential close to zero will appear at the

output. On arrival of a positive signal at at least one input, the correspond-

_..6 _ is _u_....o_±, the circuit for the collector current is broken, and a

signal of negative polarity appears at the output.

With parallel connection of the triodes, a directly coupled logic circuit
can operate either as a coincidence circuit or as a common collector circuit

with simultaneous phase reversal of the input signals. The circuit shown in

Fig.55 is a common collector circuit with phase reversal for negative input
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signals. This circuit realizes the relation P = A + B + C.

In the absence of input signals, the triodes are cut off, a very small

collector current flows through the resistor _, and the output voltage is

practically equal to the feed voltage -_. On appearance of a negative pulse

at any input, the corresponding triode is opened and a positive voltage pulse

appears at the output. The same circuit can perform the functions of a coinci-

dence circuit with phase reversal for positive input signals.

Direct-coupled logic circuits have the following advantages:

a) No intermediate coupling circuits are present, and only triodes and

resistors are used. Owing to the absence of transformers and capacitors, such
circuits are distinguished by simple design, and printed circuitry is readily
feasible.

b ) The same logic element can be used either as a coincidence circuit or

as a common collector circuit.

c) Only a single source is required to feed the circuit, with a feed

voltage of about 3 v. The power dissipation in triodes and resistors is /ll8

very s_all. Very little power is used in charging and discharging stray ca-
pacitances, since the voltage drops in direct-coupled circuits are of the order
of O._v.

d) On account of the use of high-frequency triodes and small voltage drops,
high operating speed is attained.

The disadvantages of direct-coupled logic circuits are as follows:

a) low economy, since the number of triodes in the coincidence circuits

and collector circuits is proportional to the number of inputs;

b) insufficient utilization of the frequency capabilities of triodes,

since they operate in a regime of deep saturation;

c) need for careful selection of the triodes with respect to many para-

meters. The allowable range of the triode parameters in a circuit is 3 - 5%.

Section 22. Construction of Compound Logic Circuits

Compound logic circuits are constructed from elementary logic circuits,
which are termed logic elements. In the build-up of logic circuits it is first
necessary to select the types of logic elements and then to determine the

simplest structure of the circuit, i.e., a method of connecting the elements

such that their number will be minimum. These problems are solved by the aid
of mathematical logic.

As already noted, the fundamental functionally complete system of logic

functions is preferable for the synthesis of logic circuits for digital corn-
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puters. The technical realization of this system is accomplished by the aid
of the basic logic elements AND,OR, and NOT. From the elements AND,OR, and
NOT, any logic circuit as complex as maybe desired can be constructed. Logic
circuits constructed from logic elements connected in a certain definite way,
are also called function circuits.

To construct the function circuit of some unit, its operating conditions

must be defined and formulated, i.e., the logic operators that the circuit is

to realize must be determined and written in the form of a logic function. It

is convenient to write out the operating conditions of the circuit in the form

of a truth table, which indicates the signal (I or O) that will appear at the

output of the circuit for certain combinations of code signals at the inputs.

From such a truth table, it is easy to set up a logic function (which is a

formula written in the symbolic form used in logical algebra) of the operating

conditions of the logic circuit, the composition of its basic elements, and the

order of their interconnection. The logic function, before using it for laying

out a function circuit, is subjected to maximnm simplification.

The sequence of connection of the logic elements of a function circuit is

determined by the sequence of execution of the operations in the expression /119

for the logic function. Here we must bear in mind that the performance of the

operations AND, OR, NOT in an expression for a logic function is accomplished

in the same order in which the ordinary arithmetic operations are performed,

taking the operation AND to be equivalent to multiplication and the operation OR

to be equivalent to addition. A general negation of some expression is equiva-

lent to enclosing this expression is parentheses.

Establishing a Logic Function from a Truth Table

Two methods of setting up a logic function from the values of an assigned
truth table are in use:

l) from the conditions of truth, or from the ones;

2) from the conditions of falsehood, or from the zeros.

We can illustrate this on hand of examples. Let it be required to derive
logic functions with three units each, having two inputs (A and B ) and one out-

put (Pi, P_, and Ps respectively). These units operate according to a truth
table (Table 12).

To set up a logic function from the conditions of truth (from the ones),

each line of the truth table must be represented in symbolic form for which,

for the given unit, the code "l" appears at the output. For example, for the

...... _ _ m__ condltlons of operation offirst unit them is o_2y _ I_o _c Pi - _. _i_

this unit are formulated as follows: The code signal 1 appears at the output

of Pi when there are no signals at the two inputs. Consequently, in symbolic
form

= (38)
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TABLE 12

OPERATING CONDITIONS OF UNITS

A B Pt P2 P,

o

1

1

0

1

1

1

0

For the second unit there are two lines where Pm _ i, and the conditions

for its operation are formulated as follows: a signal appears at the output /12 0

of the unit if there is a signal at the input A and no signal at the input B

or, on the other hand, if there is a signal at the input B and no signal at the

input A, i.e.,

P_ ---- AB -t- 7tB. (39)

Finally, the third unit operates as follows from the conditions of truth:

A signal appears at the output if there is a signal at both inputs, if there is

the signal A but not the signal B, or if there is the signal B but not the sig-

nal A. Consequently,

Pn ---An 4- AB _ 74B. (AO)

Based on eqs.(38) - (_0), we can formulate the following rule for setting

up a logic function from the ones: for each line of the truth table in which

the output signal is one, we set up the product of the literal representations

of the input signals (if the value of the input signal is zero, we take the

negation of the literal representation of that signal) and then add these

products.

To set up a logic function from the conditions of falsehood (from the

zeros) we represent in symbolic form each line of Table 12 in which the output

signal is zero for the given unit.

The operation of the third unit, from the conditions of falsehood (last

line of Table 12), is written as follows:

i.e., there is no signal at the output if there are no signals at both inputs.

To pass to the true proposition, i.e., to obtain the conditions for which
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a signal corresponding to the code "l" appears at the output of the third unit,

we must perform the operation of negation of the left and right sides of

eq.(A1). Then, by the law of inversion, we get

Ps= AB-_ A + B. (L2)

The second unit, according to the conditions of falsehood, operates as

follows (first and fourth lines of Table 12): there is no signal at the output

when there are either signals at both inputs or no signals at both inputs.

Consequently,

Performing the negation of the left and right sides, we get

P= ----AB + 7tB = (A ÷ _) (A + B).

form

For the first unit, the logic function obtained in the same way, is of the

or

P_ = (A + B) (A + B) (A + B). (LL)

On the basis of eqs.(h2) - (hi), we formulate the following rule for /121

setting up a logic function from the zeros: For each line of the Table of

operating conditions in which the output signal is zero, we set up the sum of

the literal representations of the input signals, taken with negation, and then

multiply these sums.

In setting up a logic function we must use a rule that permits obtaining

the simplest notation for the formula. For example, in analyzing Table 12, it

can be said that for the first unit it is better to set up a logic function by

ones, since there is only one line for which P_ = 1. In fact, a comparison of
eqs.(38) and (hA) shows that these are logically equivalent since they express,

in the last analysis, one and the same logical problem. Each of these formulas,

however, represents different physical systems, with the system represented by

eq.(hh) being far more complex. It should be borne in mind that, after simpli-

fying eq.(hi) by the aid of the basic laws of logical algebra, it reduces down

to eq.(38).

The simpler the logic function, the less complex will be the function cir-

cuit of the logic unit that realizes this function. A circuit is customarily

considered as being simplest if it has the smallest number of elements and if

the elements themselves are very simple or are composed only of elements with

two inputs or only of elements of the same kind.

Thus, to obtain the least complex function circuit, the logic function
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Dmustbe simplified.

Each transformation of a logic function meansa multiplication in the
physical system realizing it, without changing the interrelations between the
input and output signals. For this reason, logic functions are highly conveni-
ent, not only to represent the operation of logic circuits without drawing them
in detail but also to modify the circuit design during the search for the most
acceptable version.

Order of the construction of function circuits. Let us consider how a

function circuit is constructed from a prescribed logic function. The starting

factors may be the following: In an assigned logic function, reduced by trans-

formation to the simplest form, the entire sequence of operations to be per-
formed is broken down into stages. Each stage comprises those logic operations

that can be performed independently of each other. Consequently, the opera-

tions contained in a single stage can be performed in any order. The number of

such stages will be termed the order of the logic function.
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Fig.56 Function Circuit Realizing the Logic Functions (h5)

Let it be required to construct the function circuit realizing the ___
following logic function:

p-,_ (_ + z)) + _ [(s + E.)+ _l. (_,5)

The secLuence of execution of the operations in this expression is divided
_Lnto five stages.

First stage. Perform the logical multiplication AB and addition B + E;
obtain the negation of the variables A and C.
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Second stage,

• a e

tion _

Fourth sta_e.

Fifth sta_e.
logic function.

Form C + D and obtain the negation of the expression B + E.

Perform the logic addition (B + E) + D and the multiplica-

Perform the logic multiplication __ + D].

Obtain AB (_ + D) + ASB + E) + D], i.e., the prescribed

In accordance with this sequence, beginning with the first stage, we con-
struct the function circuit realizing the assigned logic function (Fig.56).

The function (65) has five orders. Consequently, the maximum number of suc-

cessively connected stages in the circuit through which the code signals are

to pass is five.

In digital computer circuits, the input variables, i.e., the arguments of

the logic function, are frequently taken from the outputs of static flip-flops.

If the variable A is taken from one output of such a flip-flop, then the nega-

tion of this variable is taken from the other output. For this reason, in eon-

structing function circuits, it may be considered that there are input buses

I AI I I

' , " i m I I

Fig.57 Function Circuit Realizing the Logic Function (A6)

for all variables as well as for their negations. This permits to reduce the

total number of logic elements of the circuit on account of the NOT elements

which are introduced only for the case 3nwhich it is necessary to realize the

operation of negation for a group of variables.

Let us illustrate this from an _le. M_ use of the law of inver-
sion, we write the function (_5) in the form of

Considering that there are input buses for all the variables and their

negations, let us now establish the sequence of performing the operation as
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given in eq. (A6).

First stage.
C+D.

Perform the logic multiplications AB and BE and the addition

Second stage. Find BE + D and AB (C + D).

Third stage. Find A (BE + D).

Fourth stage. Find AB (_ + D) + [ (B-E+ D), i.e., the assigned function.

The function circuit realizing the logic function (A6) is presented in

Fig.57. The circuit is composed of seven logic elements and has four cascades.

Thus, in the presence of input variables and their negations, not only will the
total number of logic elements of the function circuit be lower but the number

of cascades of the circuit will also decrease by one.

The construction of a function circuit for an assigned logic function can

also be performed in the inverse order, in which case we must start with the

formulation of the logic elements of the last cascade. For example, in realiz-
ing the function (A6) the inverse order of constructing the circuit will be as
follows:

1. Find + D) + + D).

2. Perform the logic multiplications AB(_ + D ) and _(_ + D ).

3. Perform the logic additions C + D and BE + D.

L. Find AB and BE.

If a function circuit does not contain inverse inputs, then the total num-

ber of logic elements of the circuit is decreased by a transformation of the

expression for the logic function such that it now contains the minimum possible

number of negations. In this case, extensive use of the law of inversion must
be made;

Realization of the left sides of these equalities is accomplished by two

inverters and the AND element (OR, for the second equality) while realization

of the right sides is made by one inverter and one OR circuit (AND, for the
second equality).

Let us consider a few examples for laying out the function circuits of

units frequently used in digital computers.

Single-digit converter. The single-digit converter Co symbolically repre-

sented in Fig. 58a has one input A, two control inputs S_ and S=, and one out-
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put P° The code signals are fed to the input A.

The purpose of a single-digit converter is to pass a signal fed to input A
in direct or inverted form, depending on which of the inputs, S I or Sm, is

supplied with the control signal.

Table 13 defines the operating conditions of this converter.

TABLE13

OPerATING CONDITIONS OF SINGLE-DIGIT CONV_T_

A St I

1 0

1 0

0 1

0 1

S_ P

!

0
0

1

The logic function of the converter, set up from the ones, is of the form

p = + 7as,

The function circuit realizing this expression is shown in Fig. 58b and ___

the schematic diagram in Fig.58c.

The converter consists of a duo-triode tube acting as an inverter. The

AND gates consist of diodes D_ and Ds and the OR gate of diodes Ds and D4.

Let the high-level signal S_, holding the diode Ds blocked, be fed to the

converter. If there is no signal at the output A, the tube L x is cut off by

the negative bias voltage -Ea. The high potential of the plate of the tube Lx

(point M) is transferred to the grid of tube Ls, thus unblocking it, and a low

potential is formed at the point N. Since there is a low potential on the

bus S_ (there is no high-level signal Sa), a small current (by comparison with

the current in the tube Ls) flows through the resistors Nix , Rx and the diode

Dx, and causes a voltage drop, via the negative pole to the output, across the

resistor R_. Thus a !ow potential is tr_sfcrred to the output of the converter,

both on the right branch through the resistor Rs and the diode D4 and on the

left branch through the resistor RI and the diode Ds. If on the input A there

is imposed a high-level signal, the tube L_ is unblocked, while the tube im is

blocked. Since the diode D2 is blocked, the high potential at point N is fed

through the resistor Rs and the diode D4 to the output P. Consequently, if
there is a control signal $I, the input signal is transmitted to the output ___
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_f the converter in the direct (noninverted) form.

Let us now apply the high-level control signal Sz to the converter, while

keeping the diode D I cut off. There is no signal Sz so that the diode Dz is

P

Is

r,, E]" 'og..O 0"
a |._

. L-.__-_!-T

,I,,I, ¢..,I,
brs, A -E_ c

Fig. 58 Single-Digit Converter

a - Symbolic representation; b - Function circuit;

c - Schematic diagram

open. In the absence of a positive signal at the input A, as in the previous

case, the tube Lz is cut off while the tube Im is open. Since the diode D_ is

cut off, the high potential at the point M is transmitted through the resistor

RI and the diode Ds to the output of the converter. With a positive signal at

the input, the state of the tubes of the triode is reversed: A low potential

is formed at the point M, while a small current flows through the resistors Ra_ ,
and Rz, and the diode D2, causing a voltage drop across the resistor Rm, of

polarity negative with respect to the output P. Consequently, if there is a

control signal Sm, the input signal is transmitted to the converter output in
inverted form.

The single-digit converter, like the nonequivalent circuit, can be used to

obtain the inverse code of a binary number. In fact, if the control signal Sz
is impressed on the circuit shown in Fig.58c and a binary number is then fed

in code to the input A, then the inverse code of this number will appear at the

output P. To obtain the inverse code of a binary number represented in parallel

code, a parallel circuit of single-digit converters is necessary (as many con-

verters in the circuit as there are digits in the binary number).

Binar_ switch (binary gate_. Figure 59a is a symbolic representation of a
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binary switch. The switch has two inputs A and B for feeding the input sig- ___
_._ "_ on_ output Frials, two contr_! i uput_ Si °_ S_, ....

Operating conditions of the switch: A signal will appear at the output if

P

Q

b

A B

R, _p

1:DI D2'_

C

Fig. 59 Binary Switch

a - Symbolic representation; b - Function circuit;
c - Schematic diagram

signals are simultaneously fed to the inputs A and SI or to the inputs B and Sm

(signals are not fed simultaneously to both control inputs).

Without having recourse to a truth table, let us directly write out the

logic function of the switch:

P--AS1 +

Figures 59b and 59c respectively give the function circuit and the sche-

matic diagram realizing this function. The circuits are fairly simple and re-

quire no explanation.

In practice, binary switches are used for commutation (switching) of two

n-digit binary numbers. If the numbers are represented in a serial code, one
switch is sufficient. One number is fed to the input A and the other to the

input B. Depending on the control input that receives the signal, one number
or the other will be passed to the output of the circuit. Tr, howcvcr, _A

numbers are represented in a parallel code, as in single-digit converters, a

parallel circuit of n binary switches is required.
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Section 23. Static Triggers

One of the most widely used elements of digital computers is the static

trigger, which is a two-stage DC amplifier with a deep positive feedback. The

trigger (also known as galvanic-coupled electronic relay or - better - as flip-

flop circuit) was invented by the Soviet scientist M.A.Bonch-Bruyevich in 1918.

Depending on the circuit, a flip-flop may have two stable states or only

one. In the former case, the flip-flop, under the action of the trigger pulse,
passes from one stable state to the other, in which it remains indefinitely

after the trigger pulse has stopped. The flip-flop is flopped to the initial

state after the next trigger pulse. In the latter case, some definite time
after the end of the trigger pulse (depending on the circuit parameters), the
trigger will return to its initial state.

A flip-flop with one stable state is called a monostable multivibrator or

a monovibrator. Flip-flops with two stable states or bistable multivibrators

are mostly used in digital computers, for which reason we will predominantly
discuss this type.

Contr. lnput

Fig.60 Static Flip-Flop using Electron Tubes

The vacuum-tube circuit for the flip-flop (Fig.60) has two electron tubes.

It is characterized by mutual plate-grid coupling between the tubes and by a ___

common bias for both. The plate of the triode Lx is coupled to the grid of the

triode Ls across the resistor Rx and the shunting capacitor Cx. In turn, the

plate of the triode Im is coupled to the grid of the tube LI across the re-
sistor R_ and the shunting capacitor Cm. The flip-flop circuit is symmetric,

i.e., the tubes Lx and Im are the same and Ril = Ra_ ; RI = R_; Rs = R4; CI = C_.

Thus, after application of the voltage either tube may prove to be cut off. If

the left tube is cut off, a high voltage will be produced on its plate, whereas
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the voltage will be low on the plate of the right tube, because of the voltage
drop across the plate resistor R;2. Owin_to the plate-grid coupl_og_ both
these voltages are transferred to the grid of the other tube. If the circuit
parameters are properly selected, these grid potentials hold the tubes of the
flip-flop in their original state, which will thus be stable.

Similarly, if the right tube is cut off, there will be a low voltage on
the plate of the triode LI and on the grid of the triode Lm, and a high voltage
on the plate of the triode Lmand the grid of the triode LI. This is the
second stable state of the flip-flop.

The flip-flop can be switched from one stable state to the other (trig-

gered) by feeding pulses of any polarity to the respective electrodes of the

tubes. However, the transients in the electric circuit will have optimum flow

if negative pulses, fed to the grids of the tubes, are used for this purpose.

In the circuit we are considering, the flip-flop is started by negative /129

pulses arriving from the inputs B and A on the grids of the triodes LI and Lm
across bypass capacitors.

Let a negative pulse be fed to the grid of the conducting triode LI. The

plate current Ial of this triode will then begin to decrease and the potential
on its plate rise sharply. Consequently, the positive potential on the grid of

the triode L_ increases, so that the current Ia_ appears in its plate circuit.

This causes a voltage drop across the plate of the triode L_ which, in turn,

leads to a further decrease of the positive grid potential and the plate cur-

rent of the triode LI, etc. As a result of this avalanche process of decreasing

of the plate current Ii_ and increasing the plate current Ii_, the triode L I is
cut off and the triode Ls is open, i.e., the circuit passes into a new stable
state.

If a starting negative pulse is then fed to the input A, i.e., to the grid

of the conducting tube L_, then, as before, the flip-flop will pass into a state

in which the triode L_ is open and the triode Im is cut off.

The switching time (operating time) of the flip-flop, on application of a

trigger pulse, is very short. This is accomplished by having the capacitors C_

and Cm connected in parallel with the resistors R_ and R_; these capacitors

offer relatively little resistance to a pulse and shunt the high-ohmic re-

sistors RI and R_. The capacitors shorten the time required to charge the

stray grid-to-cathode interelectrode capacitance of the triodes. This inter-

electrode capacitance has an appreciable influence on the duration of the

transient process; at the instant of cutoff of the tube, the positive jump of

plate voltage is transferred in full to the grids of the other cut-off tube

only if this capacitor is charged.

It is desirable to have the capacitance of the capacitors CI and C_ high,

in order to decrease their resistance to the passage of pulses; however, this

capacitance must not be too high, since then charging and discharging of the

capacitors will require excessive time, which might lead to continuous oscilla-
tion of the circuit (multivibrator regime).
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A Flip-Flop with two stable states may have one or two inputs. In the

former case, the inputs A and B are connected and trigger pulses are fed simul-
taneously to the grids of both tubes. Such a pulse feed is known as "feed

through a counter input". In the schematic diagram, this input is denoted by

co.inp. When operating as a scale-of-two counter, the flip-flop is started by

its trigger pulse, and the transient process ends considerably before passage

of the next pulse. If the flip-flop has two inputs, then the trigger pulse is

fed only to the input A, while a pulse switching the circuit to its original

state is fed to the input B.

Because of the presence of the semiconductor diodes D I - D4, the trigger

pulses act only on the grid of the open triode. The reason for this is the ___

fact that the diode passes current only when the trigger pulse is transferred

to the grid of the open triode. As soon as the triode is cut off, the diode is
also cut off, due to the low potential on the grid of the tube. Thus the

diodes decouple the grid circuits of the flip-flop from the pulse sources. The

C= Inp.

Fig.61 Symbolic Representation of the

Static Flip-Flop

diodes also protect the flip-flop from duplicate operation under the action of

the same negative square trigger pulse. The trailing edge of the trigger

pulse which, in the absence of diodes, might flop the flip-flop, has no effect
in this case.

The output signals are taken off the plates of the tubes. In order to

define the stable position occupied by the flip-flop at a given instant, a neon

tube (marked MN-6 on the schematic diagram) with an additional resistor, draw-

ing only little current, is connected in parallel to one of its plate resist-

ances. The position of the flip-flop, at which the neon will light, corre-

sponds to the code "l" (on the plate to which the tube is connected, low po-

tential). The opposite position of the flip-flop corresponds to the code "O'.

Symaetry of the loads connected to the plates is essential to the opera-

tion of the flip-flop. In many cases, the plates from which the output signals

are taken are therefore not coupled with the load directly but across cathode

followers (for example in the Soviet computers M-2 and M-3). This eliminates

the influence of the load on the flip-flop circuit.
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Figure 61 gives the symbolic representation of the static trigger used in

fu_mLion circuits. The trigger pulse, fed to the input UO sets the flip-flop

in the position of the code "I", while the pulse fed to the input U1 resets it

to the code position "0". We will retain these symbols for the flip-flop here-

after, regardless of the elements of which the flip-flop are constructed.

In pulse circuits, especially in those with two stable states, semicon-

ductor triodes are effectively used, since here they operate in the "on-off"

regime and the stability of their characteristics need not be very high.

When point-contact semiconductor triodes are used, the flip-flop circuit

needs only a single triode. This is the main advantage of point-contact tri-

odes over junction triodes. They are almost equivalent in economy, however,
since a considerable number of semiconductor diodes must be connected to assure

stability of operation of flip-flops using point contact triodes. At the same

time, flip-flops using junction triodes have more stable characteristics, are

more reliable, and have a lower resistance in the nonconducting state. Flip-

flops with Junction triodes have, therefore, found wider application.

• -- _ =L'jr'-ZOv
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Fig.62 Static Flip-Flop using Semiconductor Triodes

A flip-flop circuit with two Junction triodes resembles the analogous

vacuum-tube circuit. Figure 62 gives a flip-flop circuit using two p-n-p

Junction triodes. The trigger pulses of positive polarity are fed to the base

of the triodes, causing their cutoff.

If a positive voltage pulse is fed to the input A, then the triode PT I is
cut off and the collector current passing through the resistor _ _ will de-

crease to a negligible value. In this case, a low potential is formed at the

output Q (at the point M), since the voltage on the collector triode PT_ varies

from zero to a value close to _. Owing to the presence of feedback, this low
Potential is transmitted through the filter RIC _ to the base of the triode PTz,
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which becomes conducting. A relatively large collector current begins to flow

through the resistor _, while the voltage on the collector of the triode PT_

varies from _ to almost zero. Consequently, on the output P (at the point N)
a relatively high potential arises. The flip-flop remains in this position un-

til a positive pulse appears at the input B and flops the flip-flop to its

original state. The capacitors Cz and Cm, as in a vacuum-tube flip-flop, serve

to accelerate the transient processes. In this circuit, the neon for visual

indication of the state of the flip-flop cannot be directly connected in the

collector circuit of the triode, since the collector voltage is insufficient to

light it. The output signals are therefore fed to an amplifier consisting of

a semiconductor triode with a higher collector voltage sufficient to light /132
the neon connected in its collector circuit.
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Fig.63 Static Ferrite-Transistor Flip-Flop

In units consisting of ferrite-transistor elements, it is convenient to

use a static ferrite-transistor flip-flop (Fig.63) based on a flip-flop circuit

of direct-coupled semiconductor triodes. In contrast to the direct-coupled

flip-flop, a static ferrite-transistor flip-flop circuit uses a memory trans-

former, ensuring a more reliable determination of the state of the flip-flop.

A ferrite core with rectangular hysteresis loop is used as the transformer core

and decreases the sensitivity of the flip-flop to noise from the inputs.

The ferrite-transistor flip-flop is composed of the semiconductor triodes

PT_ and PTs and the transformer. These triodes function as amplifiers. Use of

the output amplifiers makes it possible to increase the output current of the
flip-flop to 3Oma and to decouple the load. Since the resistance of the trans-

former windings is low, the DC coupling in the ferrite-transistor flip-flop is

practically the same as in the direct-coupled flip-flop. Therefore, the high
resistance of the flip-flop to excitation at high temperatures is maintained.

Such a flip-flop operates reliably under temperature variations from -60 to

+80°C at frequencies up to 300 kc and is insensitive to noise in the input and

feed circuits. Noise of amplitude less than 30% of the amplitude of the input
pulses (the rated amplitude of these pulses is 150 ma) will not operate the
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flip-flop.

Another favorable feature of this flip-flop is the fact that the triodes
need not be selected for symmetryof characteristics. To ensure reliable
saturation of the output amplifiers of the flip-flop, the input impedanceof
the triodes PT_ and PT4 must not exceed the input impedancesof the base-
coupled triodes PT_ and PTs.

The static flip-flop is used in digital computers as memoryregister,
frequency divider, counter element, and binary switch.

P

0 !

Fig.6& Binary Switch using a

Static Flip-Flop

The use of a flip-flop as a memory register is based on its property of

maintaining one of its stable states for an indefinite time. In this case, the

inputs of the flip-flop are not connected and are used as follows: one for data

writing (1 or O), i.e., feeding the pulse that sets the flip-flop into the re-

quired state, and the other for reading out the stored information, i.e., feed-

ing the pulse that resets the flip-flop to the initial state.

The flip-flop is used as a frequency divider to halve the pulse repetition

rate. The inputs of the flip-flop in this case are connected, i.e., the pulses

are fed through the counter input. A pulse of definite polarity on one of the

flip-flop outputs arises when every other pulse of a certain series arrives at

the counter input.

Figure 6& shows a circuit in which the flip-flop acts as a binary switch.

The flip-flop controls two logic circuits (AND gates). Depending on the posi-

tion of the flip-flop, either the signal A or the signal B is passed to the

output P.

flip .....__ ^__^_ "-__ be discussed .....The use of a -_op as a ............. _,_ _ u_±ow.

A monostable multivibrator, or a flip-flop with one stable state, is used

in circuits requiring a cell that can independently return to its initial posi-
tion a certain time after switch-over. This device is used to delay pulses for

a certain time, determined by the parameters of the constituent elements. Such
a one-shot multivibrator is used instead of a bistable multivibrator for switch-

129



Ing circuits, whenthe switch must return to the initial position a definite
time after the arrival of a control signal. A "monovibrator" is also used to
shapebroad pulses into the narrow trigger pulses fed to its input.

Figure 65a is a schematic diagram of the circuit of a one-shot multivi-
brator with semiconductor triodes. In the stable state of the circuit, the
triode PT_whosebase is directly connected acrossthe resistor Rz with the

negative pole of the feed source is conducting while the triode PT z is cut off.

When the negative voltage pulse uiu , fed to the base of the triode PTz, arrives
at the input of the circuit, the flip-flop passes into the unstable state.

The triode PT z begins to conduct current, and the voltage variation on its

.... =-20v o, y y = t

I p6 I I

, :f: o.,lu u
a b

Fig. 65 Monostable Multivibrator

a - Schematic diagram; b - Shape of pulses on
the triode electrodes

collector is transmitted across the capacitor Ci to the base of the triode PT2.

The increasing avalanche process, which takes place on account of the feedback

(collector of the triode PT_ to base of the triode PT z) leads to complete cut-

off of the triode PT2, while the triode PT z is completely open. The flip-flop

will remain in this state until the capacitor Cz discharges across the collector

of the conducting triode PTz, the resistor Rz, and the input resistor of the

triode PT 2.

After discharge of the capacitor Cz, a negative voltage is established on

the base of the triode PT_, and as a result this triode is placed in the con-

ducting state while the triode PT z is cut off due to the presence of feedback,

and the flip-flop returns to its initial position.

Thus, a pulse of negative polarity with steep fronts occurs at the output

of the flip-flop. Figure 65b shows the shape of the pulses on the triode elec-
trodes.
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Section 2A. D_namic Flip-Flops

A flip-flop in which the signal at the output, corresponding to the state

l, is represented by the presence of pulses of definite frequency, and the

state 0 by the absence of pulses is known as a dynamic flip-flop. Thus, in a

dynamic flip-flop, a code signal 1 or 0 fed to the input is maintained in the

dynamic form, i.e., in the form of the presence or absence of a train of pulses

at the output.

A dynamic flip-flop, whose symbolic representation is shown in Fig.66a,

has three inputs and one output. Sync pulses (clock or timing pulses), of /135

definite frequency are continuously fed to the input SP. When the code signal 1

is fed to the input U1, the flip-flop is set in position l, and a pulse train,

at the repetition rate of the sync pulses, appears at the output. As soon as

a pulse is fed to the input UO, the generation of pulses at the output stops.

Out )ut

Out)ut

UO Ul
SP

Q

'I'

bi.t I

,tp U_
b

Fig.66 Dynamic Flip-Flop
a - Symbolic representation; b - Function circuit

The principle of operation of a dynamic flip-flop is that a pulse arriving

at the input U1 will circulate in the flip-flop, constantly regenerating its

shape and duration and being fed at definite time intervals to the output of

the circuit. Actually, the code signal 1 fed to the input U1 passes through

the OR element (Fig.66b) and then, simultaneously with one of the sync pulses,
arrives at the coincidence circuit. From the output of the AND element, the

pulse arrives at the inhibit circuit and is passed by it, since the signal U"O"

is absent from the left input of the inhibit circuit. From the output of the

inhibit circuit, the pulse arrives at the delay element, whose time delay equals

the pulse repetition rate of the sync pulses. Artificial delay lines or ca-

pacitors are ordinarily used as delay element. The output signal from the de-

lay element, passing through the OR gate, arrives at the coincidence circuit at
the instant of the regular sync pulse action. From the output of the AND ele-

ment, the pulse again arrives at the inhibit circuit, and so on. This ensures

circulation of a pulse around the closed circuit, giving pulses at the repeti-

tion rate of the sync pulses at the flip-flop output.
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The flip-flop is reset to position 0 by feeding a p_se U"_' to the in-
hibit input of the inhibit circuit at the instant whenthe signal from the AND
element reaches the other input. In this case, the chain of circulation is
broken, since the signal from the ANDgate does not pass to the inhibit cir-
cuit. In that case, the code "0" is rememberedin the flip-flop until a new
code signal 1 arrives at the input U1, which repeats the circulation of the
pulses and feeds them through the flip-flop output. A shaping element must be
included in the circulation loop to restore the shape and amplitude of the
pulses fed to the input of the delay element. These functions maybe per- /136
formed by the AND element or by the inhibit circuit.

Dynamic flip-flops using delay lines as the delay element are rarely used

in Soviet digital computers, since they have the following drawbacks:

a ) The code signals U'_" and U"O" as well as the sync pulses, must be
strictly matched in time.

b ) All elements of the circulation loop, together with the delay line,

must provide a delay time equal to the repetition rate of the sync pulses.

o.tp.t _°200v "30v

SP -$0_ ;.p.t M;.p.t 8
U! UO

Fig.67 Schematic Diagram of Dynamic Flip-Flop with

Capacitative Memory

c) To secure reliable operation of the coincidence circuit when the fre-

quency of the sync pulses or the delay time of the circulation loop vary, the
duration of the pulses arriving from the delay line through the OR circuit at

the AND element must be somewhat longer than the duration of the sync pulses.

The dynamic flip-flop developed by Soviet designers, using a capacitor as

the delay element, is more widely used. This device is known as a dynamic
flip-flop with capacitative memory.

The operation of a dynamic flip-flop with the memory capacitance is based
on the rapid charging of a capacitor across a small resistance and its slow
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versions of the circuit of a dynamic flip-flop with capacitative memory,using
a 6NIP vacuumtube. Here, as in the flip-flop with delay line, a continuous

pulse train appears at the output and coincides in time with the s_nc pulses if

the circuit is set in the code position 'q".

In the absence of the code pulse "l", the tube is cut off and the sync

pulses arising at its cathode are not passed to the output of the circuit. A

code pulse 'q" fed through the diode D i to the input A, charges the capacitor C,

and opens the tube for the sync pulses. The charging of the capacitor is of

very short duration, since the DC resistance of the diode is small. After /137

passage of the first sync pulse, pulses arise in the secondaries of the trans-

former; these pulses pass from the left secondary winding to the output of the
circuit, and from the right secondary winding to the feedback circuit to restore

the capacitor charge. The capacitor is connected with the large resistor Ri,

so that it has no time to discharge in the intervals between the pulses SP.

Consequently, the tube is always conducting for the sync pulses. Thus, it is

sufficient to feed to the capacitor C a single positive pulse corresponding to

the code '[l", in order to have pulses following at the repetition rate of the

sync pulses appear at the flip-flop output. Pulse generation at the output

continues until a pulse of negative polarity corresponding to the code "_'

appears at the input B; at this time, the capacitor C rapidly discharges across

the conducting diode Ds, and the tube is cut off.

The resistor R_ and the diode Ds, connected in parallel with the right

secondary winding of the transformer, serve to quench the parasitic oscilla-

tions arising in the transformer. The resistor Rs in the feedback circuit is
used to weaken the coupling.

The flip-flop has the following rating: ua = 200 v; utr_. ul = -30 v;
utr,e uo = -10 v; u,. = -50 v; transformer with oxyfer core (oxyfer 2000), core
dimensions: outside _iameter 7 ram, inside diameter A ram, thickness 3 ram; the

primary of the transformer has 1OO turns and the secondaries have 20 and _0

turns; the diodes are of type DGTs-A, -5, -6; their frequency range is within

1OO - 1350 kc; the sync puls@s are of bell shape with an amplitude of 20 v and

a duration of O.i - 0.5 #sec in the base; the pulses U"l" and U"(_' are of bell

shape, of amplitude 25 v and duration O.i - 0.5 _sec in the base.

A comparison of the dynamic flip-flop with the capacitative memory and the

vacuum-tube circuit of the static flip-flop indicates the following advantages
of the former over the latter:

i. A dynamic flip-flop has a higher operating speed; in static flip-flops,

this speed is limited by the transient processes.

2. The transformer output of the dynamic flip-flop yields pulses of dif-
ferent polarity and, if necessary, permits matching with units using semicon-

ductor devices with a low input impedance.

3. A dynamic flip-flop uses less power, because of the fact that, in the

state O, the vacuum tube of the flip-flop is cut off and its plate current is
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zero. In position i, the pulses of the plate current occur only at the instant

of arrival of the sync pulses. In the static flip-flop, one of the tubes is

always conducting and consumes energy.

Figure 68 shows the circuit of the dynamic flip-flop with capacitative

memory, developed at the Institute of Fine Mechanics and Computer Technology.
High-frequency semiconductor triodes PAO2-PA03 are used. The basic element /138

of the circuit is the pulse-potential gate. The capacitative memory C is con-

nected through an emitter follower to one input of this gate, while the sync

pulses SP are continuously fed to the other input.

If the flip-flop is in position O, then the capacitor C is discharged, the

potential at the output of the emitter follower is close to O, and the diode Ds

is cut off. Owing to this fact, the entire collector current appearing at the
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Fig.68 Schematic Diagram of the Semiconductor-Triode

Dynamic Flip-Flop

instant at which the sync pulses are fed to the base of the triode Tz, flows

through the diode Di and the resistor R. There are no pulses at the output of

the flip-flop.

To set the flip-flop in position l, the negative pulse U'rl" is fed through

the diode Dz and charges the capacitor C to -3.5 v. If the amplitude of the

pulse U"l" is greater than the rated value, the capacitor will discharge to

-3.5 v across the diode Di. The diode Ds then is conducting. The sync pulses

to be fed to the input of the pulse-potential gate can now pass through either

the left collector filter D4/R or through the right collector filter Ds/Tr 4.
After amplification, these pulses respectively arrive at the flip-flop output

or flow through the feedback circuit and the diode Ds, to restore the charge

_f the capacitor C. The flip-flop remains in position 1 until a positive U"O"
discharges the capacitor. This flip-flop circuit operates at a frequency of
several megacycles.
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_- _.... __ _ 4p__ np with caoacitative memoryhas a numberof advantages
over the flip-flop with delay line:

i. The entire unit is smaller tu size owing to the absence of a delay
line, which latter is one of the most bulky elements of the circuit.

2. The permissible frequency variation range of the sync pulses is many

times larger than in delay-line flip-flops. Even a skipping of several sync

pulses or a sharp variation in their amplitude will not dump the circuit,

whereas skipping of a pulse or a sharp amplitude drop of even a single sync

pulse in a flip-flop circuit with delay line will stop the feeding of pulses

to the output.

3. The flip-flop with capacitative memory does not require strict synchro-

nization of the input signals.

The disadvantages of the dynamic flip-flop with capacitative memory in-

clude: necessity of a large number of different feed sources, difficulty of

adjustment, and impossibility of representing a flip-flop state (1 or O) in

paraphase code.

In special-purpose digital computers with ferrite-transistor cells, dynamic

ferrite-transistor flip-flops are used. These are also known as generating

cells or generators.

A generating cell (Fig.69) is built of three ferrite-transistor cells with

push-pull feed in the case under discussion. Let all the cells of the dynamic

!flip-flop be in position O. A code signal fed to the input U1 sets the ferrite

core FC_ into position 1. Then the read pulse ir_ returns the core to posi-
tion O, while the triode PT_ becomes conducting and the collector current i_,

flowing through the winding w,s switches the core FCs to position 1. The

pulse i_i is the output pulse of the flip-flop. Then the pulse it2 resets the

core FCs into its initial state O, and the triode PT s opens causing the current

pulse iks to appear. The current iks , passing through the feedback circuit,

_rrives at the winding wr_ thus producing a second switching of the core FC I

into position 1. The regular read pulse ir_ again returns the core FC_ to

position O, and the current ik_ sets the core FCs into position l, and so forth,

Thus, presence of positive feedback between the third and first ferrite-transis,
tor cells ensures continuous circulation of the code signal 1 in the flip-flop

circuit, as well as the feeding of pulses spaced at the read-pulse repetition

rate to the flip-flop output (see flow chart of the flip-flop in Fig.69b ).

The circulation of the code signal I in the closed loop consisting of the

_irst and third cells is interrupted, i.e., the flip-flop is switched to the

position 0 by a pulse fed to the inpu_ UO. In _,_^^_ on arr_vo!_ _-_ ÷h_......._ p_1 se,

the core FCs is switched into position i. Then the regular read pulse ir_ /ii0

returns it to position O. Here the triode PTs is completely conducting, since

there is an independent circuit for its collector current. The current i_s

causes a voltage drop across the resistor RI, thus suppressing the emf that

arises in the base winding of the core FC I when it is switched by the pulse irl

Into position O. For this reason_ at the instant at which the core FC I is
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switched to position O, the triode PT I remains cut off and no current pulse i_

appears in the write winding wws of the core FC s nor at the circuit output.

Consequently, the regular read pulse it= will not change the state of magnetiza-

tion of the core FCs, the circulation of the pulse in the feedback loop will
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Fig.69 Dynamic Flip-Flop of Ferrite-Transistor Cells

(Generating Cells):

a - Schematic diagram; b - Flow chart of operation

stop, and the flip-flop will be set into position O. nn

Ferrite-transistor cells are ordinarily used to construct a dynamic flip-

flop. In contrast to the others, the core FC I here has two write windings wwl

and wf_, so that the first cell is an OR element with two inputs. The first

and second cell are from an inhibiting circuit as described above (Fig.39).

Here, as in the case of logic elements made of ferrite-transistor cells (Figs.39
and _l), the readout ampere-turns must be sufficient to switch the cores with-

out the additional magnetic field formed on account of the presence of positive
feedback in the cell circuit.

A dynamic flip-flop with ferrite-transistor cells can also be constructed
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Fig.70 Dynamic Flip-Flop with Counter Input from
Ferrite-Transistor Cells

a - Schematic diagram; b - Flow chart of operation
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with a counter input. In this case, the flip-flop is made of four cells

(Fig.70). Each cell of the first stage is an OR logic element with two inputs.
The first and second cells are connected to form an inhibiting circuit, while

the second and third cells form a coincidence circuit.

The flip-flop operates as follows (see the flow chart in Fig.7Oo). On

arrival of the first pulse of positive polarity at the counter input, the core

FCI is set in position l; then, with regular feeding of the read pulses i,I

and irm , the code pulse 1 will circulate in the closed loop formed by the first

and fourth cells. Here a train of current pulses ixI appears at the output.
The regular switching of the core FCs is not accompanied by opening and cutoff

of the triode PT=, since the circuit for the collector current ikm is open. On

arrival of the second pulse at the counter input, simultaneously with the cur-

rent pulse ik4 at the feedback circuit, all cores of the first stage cells are
set in position 1. The regular read pulse irl resets these cores to position O,

while the triodes PTs and PTs start conducting and the triode PT I remains in

the cut-off position, since the first and second cells are connected in an in-

hibit circuit. Consequently, circulation of the pulse in the closed loop is

interrupted and the flip-flop is set into position 0. It is not difficult to

prove that the third pulse fed to the input U1 will again set the flip-flop

into position l, the fourth pulse into position 0, and so on.

In addition to the counter input, the flip-flop has the input UO. To this

input the pulse is fed simultaneously with the arrival of the current pulse ik4
in the feedback windings of the first and second cells. The pulse, arriving

at the input UO, flops the flip-flop to position O.

Dynamic flip-flops are used in digital computers to build counters, regis-

ters, control units, arithmetic units, etc.

Section 25. Binary Counters

Counting in digital computers is a process of determining the number of

pulse-type signals appearing successively on one line. Pulse counters are

widely used in control units of digital computers (to count the instruction
numbers, to count the cycles in the operations of multiplication and '_vision)

in devices for the conversion of continuous quantities into a numerical code,

in digital servosystems, etc.

Depending on the system of notation adopted in a counting unit, we dis-

tinguish binary, ternary, decimal, and other counters. Binary counters are

economically most advantageous.

In accordance with the design principle, pulse counters are divided into

two main groups, direct and stepping counters. The counters of the first group

use an accumulative capacitor which is charged by the pulses to be counted,

and the voltage on the capacitor is proportional to the number of pulses fed to

it. Such a counter is essentially a converter of a discrete quantity - the

number of pulses - into a continuously variable quantity - the voltage on the

capacitor. The voltage is measured by a sensitive pointer instrument, with the
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dial calibrated directly in pulses per second• Such counters do not possess
--_" ^'^-_ --_ --- therefoz_ _eiy used today

In counters of the second group, each pulse is counted. The binary

counters of this group consist of a series of coupled elements with two stable

states, each of which switches from one state to the other on the arrival of a

pulse at its input. The pulses to be counted arrive at the input of the first

element. Each time this element passes from state I to state O, a pulse is

sent from its output to the input of the second element. On passage of the

second element into the state O, a pulse is sent to the input of the third ele-

ment, and so on. This process continues in this manner for all elements of the
set. As electronic flip-flops of binary counters, static and dynamic flip-

flops are used as the bistable elements, each discharge of a counter being

accomplished only to one flip-flop.
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Fig.71 Four-Digit Binary Counter Operating in the
Direction of Pulse Addition

When a static flip-flop is used as a counting cell, both its inputs are

connected and the pulses to be counted are fed to the counter input.

A capacitor is connected to each output of the flip-flop; it transforms

the output potential signal of the flip-flop into a pulse-type signal, which is
necessary for the normal operation of a counter consisting of several flip-

flops.

Let us agree that the code "I" corresponds to a state of the flip-flop

such that the triode PT_ (see Fig.62) is cut off while the triode PT z is con-

ducting, i.e., there is a high potential on its collector; the opposite state

of the flip-flop corresponds to the code "0". Consequently, when the flip-flop

passes from the state 0 to the state i, a negative voltage pulse appears at the

right output (output Q in Fig.62) whereas, on transition from the state i to
the state O, a positive pulse appears. If a train of positive pulses is fed to

the counter input of the flip-flop in the state O, then the first pulse will

switch the flip-flop into state i, the second into state 2, the third into

state i, and so forth. At the output Q of the flip-flop, a train of positive

pulses having a repetition rate half that of the input pulses will be formed.
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Thus, the flip-flop is a modulo 2 counter. By connecting in series n similar

flip-flop elements, an n-digit binary counter, which counts the number of pulses

fed to its input, will be obtained.

Add and subtract counters. Let us consider the circuit of a four-digit

binary step counter, built u_ of static flip-flops (Fig.71). Each elementary

register is constructed according to the circuits shown in Fig.62. The pulses

of positive polarity to be counted are fed to the input of the flip-flop T_.

The input of each successive flip-flop is coupled across a capacitor to the

collector of the right-hand triode of the preceding flip-flop.

Let all flip-flops in the initial state be in the code position "0". After

the first input pulse is fed, the first flip-flop passes into state 1 and a low

potential appears at its right-hand output, while a negative pulse appears at

the input of the flip-flop Tin. Since only a positive pulse can change the

state of a given flip-flop, the second, third, and fourth flip-flops remain in

the initial state. The second pulse fed to the counter input sets the fllp- /1AS

flop T_ into the state O; from its output, a positive pulse is transmitted to

the input of the second flip-flop, setting the flip-flop Tm into the state 1.

The negative pulse appearing at the input of the third flip-flop does not

change its state. The third pulse fed to the counter input again switches the

first flip-flop into the code position "l"; at the input of the second flip-
flop, a negative pulse appears but does not change its state. Consequently,

after a third pulse, the first and second flip-flops are in the code position

'_L" and the third and fourth in the code position "_'. On arrival of a fourth

pulse at the counter input, the first flip-flop is switched to the state O;

the positive pulse that now arises at its output sets the flip-flop Tm also

into the state O. Finally, a positive pulse from the output of the second
flip-flop switches the third flip-flop from the state 0 into the state 1. Thus,

the second flip-flop passes into a different stable state after every two

pulses fed to the counter input. By similar reasoning, it can be proved that
the third flip-flop will switch to a different state after every four pulses,

the fourth after eight pulses, and so on. If the counter contains n flip-flop

elements connected in series, then only after the passage of 2n input pulses

will a single pulse appear at the counter output.

A binary counter consisting of flip-flops connected in series obeys the

following law: Whenever the preceding flip-flop switches from the state 1 to

the state O, the following flip-flop is switched to the next state (i.e., from

0 to 1 or from 1 to 0). This means that, after application to the counter in-

put, for instance, of nine pulses and after termination of the transient pro-

cesses, the flip-flops will be in the following states: the fourth in state l,

the third in state O, the second in state O, the first in state 1. Since the

first flip-flop represents the first digit of a binary number, the second flip-

flop the second digit, etc., these states of the counter flip-flops thus cor-

respond to the binary number lOO1, or the decimal number 9.

To return the counter fllp-flops to their original state, a wide positive
pulse is fed to the common bus connected to the bases of the left-hand trY_odes

of all flip-flops.
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The maximumrepetition rate of the pulses to be counted is determined by
the switching time of the first flip-flop in the commoncircuit of the counter,
since this flip-flop trips several times as often as the others. For this
reason, to increase the speed of the counter, the speed of the first flip-flop
must be increased. Obviously, if the interval between two pulses is shorter
than the switching time of the first flip-flop, the second pulse will not be
registered by the counter, and there will be a so-called miss of the circuit,
or the loss of a pulse in counting.

The described counter operates only in the forward direction, i.e., in
the direction of increase (addition of pulses). If, however, the flip-flops
of the counter are connected as shownin Fig.72 (the counter input of each
successive flip-flop being coupled to the collector of the left-hand triode of
the preceding flip-flop), then inverse counting (subtraction of pulses) can be
performed.
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Fig. 72 Four-Digit Binary Counter Operating in the Direction
of Subtraction of Pulses

The operation of a binary counter in the inverse direction (subtract

counter) proceeds as follows: Let the reading of the counter be three, i.e.,

let the first and second flip-flops be in the state 1 and the third and fourth

in the state O. When the first positive pulse is fed to the counter input, the

first flip-flop is switched to the state O. The negative pulse arising at the

input of the second flip-flop does not change its state. Consequently, the

reading of the counter has now become two, because the second flip-flop, in the

state l, represents the second digit of the binary number. On application of a

second pulse to the counter input, the first flip-flop is switched to the

state l, and the second to the state O, since a positive pulse appears at its

input. The counter now shows one. After the third input pulse, the first

•_-p--_up _tches to th_ state O, ...... une s_a_e of _he o_her flip-F-ops does

not change, and the counter reading is now zero. A fourth pulse switches all

flip-flops of the counter to the state l; the reading of a counter with four

_lip-flop elements equals the binary number llll, or the decimal number 15.

Beginning with this number, on application of pulses to the input, the counter

will operate in the inverse direction.
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Table i_ shows the sequence of operation of a binary counter in the in-

verse direction. In the initial position, i.e., before arrival of the first

pulse at the counter input, all the counter flip-flops are in position 1.

TABLE l&

SEQUENCE OF OPERATION OF COUNT_ IN INVERSE DIRECTION

_p- F1 sop

Input Pul ses_

1

2

3

4

5

6

• • • •

• • • •

14"

15

T,

1

1

1

1

1

1

• •

• •

• .

0

0

T|

1

1

1

0

0

0

• . •

• ° .

0

-0

T2

1

0

0

1

1

0

• • •

• • •

• • •

0

0

T!

0

1

0

1

0

1

• ° •

i

0

The counting rate of the discussed add-subtract counters is limited by the

maximum operating speed of the first flip-flop. The speed of counters also

depends on the transfer time of carry ones along the counter loop. In the

worst case, when the carry one is carried from the least significant digit to

the most significant, the setup time of an n-digit counter is n_, where _ is

the switching time of a flip-flop. Obviously the readings of a counter in

parallel code can be taken only after it has been set, i.e., only after the

transient processes have ended in all flip-flops.

The speed of a flip-flop counter can be materially increased if the carry

of ones along the counter loop is not successive from the lowest place to the

highest place through all the intermediate places, but is simultaneous in all

places. Flip-flop counters with simultaneous carry of ones for all places are

sometimes called continuous-carry counters.

Continuous carry counter. To provide simultaneous carry of ones in all

digit positions, an add counter is provided with auxiliary elements. In the

circuit of Fig.73, pulse-potential gates are used as such elements.

The concept of a counter with continuous carry is based on the following

peculiarity of addition of binary numbers: If a unit of the least signifi- /1A8

cant digit is added to a certain binary number, then the sum can be obtained by
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replacing the first zero (counting from right to left) by a one, and all ones

to the right of that zero by zeros. For example:

+ 101010111
1

101011000

In the first summand, the first zero on the right is in the fourth digit-

position. Replacing this zero by a one, and the ones in the lower-order posi-

tions by zeros, we obtain a sum greater by one than the first sunmmnd.
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Fig.73 Continuous-Carry Counter

Consider the work of a continuous-carry counter (Fig.73) in the case where

the binary number Olll is written in it, i.e., the flip-flops T_, Tin, Ts are

in the position l, and from their right outputs a potential is taken to pass

an input pulse to the gates B_, B_, B s. The first input pulse passes through

the gates BI, B_, B s which are opened on the upper input, and flips the flip-

flop T4 into position 1. In addition, this pulse flows into the counter inputs

of the flip-flops TI, T_, Ts, switching them from the state 0 to the state 1.

The counter reading is now lO00, i.e., it has increased by one over the last

reading. The second input pulse does not pass the loop of continuous carry

since the gate B I is blocked at the upper input. This pulse passes only into

the counter input of the flip-flop T_, switching it into position 1. The

counter reading will now be lOO1. The third input pulse, passing through the

open gate BI, flips the flip-flop Tm into position l, and, in addition, the

flip-flop T_ into position O, and so on.

Thus, if the carry circuit is arranged in this manner, the input pulses

appear almost sinmltaneously at the inputs of all flip-flops as far as the

nearest flip-flop in position O. This flip-flop will switch to position l, and
aS] ÷.he __ ___ ÷.... _+_^_ n This _........ _ ...... *.... A

r _ _ _m-" _..J-vl.-_ ,.,v l..,v _..m.._.m..v,LJ. v, •

ings by one. The continuous-carry circuit made up of gates has a very short

delay time, and therefore its reset time after arrival of the regular input /l&9

pulse is only a little longer than the switching time of an individual flip-

flop.

Reversible counters. Counters permitting counting in either the direction



of addition or the direction of subtraction are called reversible. A reversible
counter is a combination of an add counter and a subtract counter.

Several versions of circuitry for reversible counters are used in digital
computers. Let us consider the two most widely used counter types, based on
static flip-flops.
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Fig.7L Reversible Static Flip-Flop Counter with Different

Coupling for Addition and Subtraction of Pulses

Figure 7& shows the circuit of a three-digit static flip-flop reversible

counter. Besides the flip-flops Tz, T2, Ts, which take the values of the digit

positions of the number, the counter also has a sign flip-flop T, to take the

sign of a number. The state zero of the sign flip-flop corresponds to a posi-

tive number, and the state one to a negative number in complement code. The

counter operates in two regimes: in the regime of addition, when the pulses to

be counted are fed to the first input of the counter, and in the regime of sub-

traction, when the pulses are fed to the second input. The pulse-potential

gates B_ (i = l, 2, 3) form a parallel carry line when the counter is operating

in the addition regime. These gates are controlled by potentials taken from

the right-hand outputs of the flip-flops. Similarly, the gates B i (i = l, 2,

3), controlled by potentials from the left-hand outputs of the flip-flops, form

a parallel-carry line when the counter is operating in the subtraction regime.

Depending on the state of the gates B I and B_, an input pulse may arise simul-
taneously at several flip-flops (if the delay due to the passage of the pulse

through the gate is neglected). The pulses arrive at the counter input of the
flip-flops through an OR circuit.

In the initial state, all flip-flops of a reversible counter are in zero

position, the gates B; are closed at the lower input, while the gates B i are

open. If the counter is operating in the addition regime, then the first
pulse fed to the input 1 does not pass into the parallel-carry line, but

reaches the flip-flop Tz through the OR element and switches that flip-flop to

position 1. As a result, the gate B_ is opened at the lower input, while the
gate B I is closed. The second input pulse passes through the gate B_ and

switches the flip-flop Tm to position 1. It also sets the fllp-flop Tz into
position zero so that the gate B_ is closed. The third pulse switches the

flip-flop TI to position 1 and reopens gate B_. The fourth input pulse passes
through the open gates B_ and B'_ and flips the flip-flop Ts into position 1. It



also switches the flip-flops Tz and T_ into position zero, and so on. Conse-

quently, a reversible counter in the addition regime operates in the same way

as a parallel-carry add counter.

In the subtraction regime, when the pulses arrive at the second input, the

counter will operate similarly. Since there is a parallel-carry line, the in-

put pulse arrives practically simultaneously at the inputs of all flip-flops

U,0".o"
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Fig.75 Reversible Static Flip-Flop Counter with Same

Coupling for Addition and Subtraction of Pulses

up to the nearest flip-flop in position 1. This flip-flop is switched to the

position 0 and the preceding flip-flops to the position 1. As a result, the
counter reading is decreased by one. For example, if the binary number lO0 is

written in the counter, then the pulse arriving at the second input passes

through the open gates Bz, Bm and flops the flip-flops Ts into position O. The

pulse also arrives at the flip-flops T I and T_ and switches them to the posi-
tion lo The number Oll will then be shown on the counter.

As already noted, negative numbers are fixed in the counter in comple- /151

ment code. Now let, in a counter operating in the subtraction regime, the bi-

nary number +OlO (decimal number +2) be entered, corresponding to the states of

the flip-flops given in the first row of Table 15. After feeding the first

two input pulses, the counter is set in zero position. On arrival of the third

pulse, all the flip-flops are set in position l, and the counter will show the

number 1 which, in the complement code, will be represented as [-1]co , = 1.111.

On arrival of the next pulses, the counter still operating in the subtraction
regime will successively record the negative numbers -2, -3 etn_ in the comple-

ment binary code.

In the reversible counter (Fig.75), in contrast to that discussed earlier,

the flip-flops are connected in the same way for operation in the addition
regime as in the subtraction regime. The input pulses pass either through the

gate B I on addition or through the gate Bm on subtraction, depending on the
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TABLE 15

SEQUENCE OF OPERATION OF COUNTER ON FORMATION OF COMPI/_d_T

CODES OF NEGATIVE NUMBerS

Flip-Flop Ta

_Digitl _2.

Decimal Numbers_"_._.l

T$

_2

Fs

21

TI

2o

+2
+1

0
--1
--2
--3

0
I
0
1
0
1

position of the control flip-flop Tc. To switch the control flip-flop, addi-

tion and subtraction signals are fed to its inputs. Pulses are added in the

same way as in the former system. In subtraction, the input pulses are fed

through the blocking diodes D I - D 4 simultaneously to the inputs of all flip-

flops. This corresponds to the addition of the number 1.111, i.e., the comple-

ment code of minus one, which is equivalent to subtracting one. If, for ex-

ample, the binary number O.lO1 (the decimal number +5) is set up in the counter,

the following result is obtained on adding it to the complement code of minus

one:

0,101
1.111
0.100'

i.e., the decimal number +A is recorded. Owing to the replacement of the op-

eration of subtraction by the operation of addition in complement code, only
one input is used in each flip-flop.

In the regime of subtraction, the operation of addition of a complement

code minus one is performed in two half-periods. First, the input pulse simul-

taneously passing through the diodes D I - D4, switches all the flip-flops after

which the delayed carry pulses arrive at the inputs of the flip-flops of the

higher-order digit positions, tripping them a second time. Thus, in the system

of this counter, delay lines are in principle required to delay the carry

pulses until the transient processes in the flip-flops, caused by the input

pulse in the first half-perlod, have been completed. In the second half-

period, carry pulses may arrive and be successively transmitted so that, in the

worst case, the setup time of the counter will be n(_ + tDL), where n is the

number of places in the counter, _ the switching time of the flip-flop from one

stable state to the other, and t0L the pulse delay time in the delay line. In

this case the relation tDL a _ must be maintained. The presence of a delay line

decreases the speed of the counter in both subtraction and addition of pulses.
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The counter readings are usually read out in the form of potential leve]s

on the collector of the right (or left) triode of each flip-flop if the flip-

flops are built of semiconductor triodes, i.e., are transistorized. If the

potentials on the right-hand outputs of the flip-flops correspond to the direct

code of the numbers recorded in the counter, then the potentials on the left-
hand outputs of the flip-flops correspond to the inverse code.

i 01

2 2

_1 o _

2 e Z e

-" JrlU 2 (Subtraction)

Fig.76 Reversible Counter using Dynamic Flip-Flops

Dynamic flip-flop counter. In a reversible counter with dynamic flip-
flops (Fig.76), each flip-flop is based on the circuit shown in Fig.B7. To

form the counting input of the flip-flop, a gate is used. The counter can /153

operate in the regime of addition and in that of subtraction, and the principle
of operation in the regime of subtraction is the same as that of the static
flip-flop counter (Fig. 75 )°

The pulses fed to the input 1 in addition, or to the input 2 in subtrac-

tion, are of positive polarity. If the flip-flop of the counter is in posi-

tion O, then the input pulse can pass only through the diode D_ to the one in-

put of the flip-flop, since the gate B i (i = l, 2, 3, 5) is closed. The flip-

flop will be switched to position l, and the gate will be open to pass the next

input pulse. The following input pulse passes first to the one input, without

changing the position of the flip-flop. It also passes through the open gate

and arrives at the zero input of the flip-flop, switching it into the zero

position. The delay line DL I is designed to separate in time the pulses

arriving at the one and zero inputs of the flip-flop.

Let the counter be in the initial state, i.e., let all flip-flops be in

+._ ,_+_,_,_ _ "r_ ._ ^_-_: _ .......... pui flip l_lip.... I_ ........ _° J.IA _II_ _-L_J.L_J_UII l'_ iL_, I._ilt:_ l±l'_ input se s the -

flop DT I into position land opens the gate BI. The second input pulse passes
through the gate B I and sets the flip-flop DTI into position O. This same

pulse also is fed through the delay line DL_ and the diode D_ to the one input
of the flip-flop DT2, switching it into position i. The counter will then read

two. The gate must have a transformer output, in order to receive pulses of

either positive polarity (carry pulses to the next higher-order digit position)
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or negative polarity (for transfer to the zero input of the flip-flop). On

arrival of the third input pulse, the flip-flop DT I is flipped into position l,

while the remaining flip-flops keep their state; i.e., the number three is now

recorded in the counter, etc.

In the subtraction regime, the input pulse passes simultaneously through

the diodes D3 to all flip-flops, which is equivalent to adding the complement

code of minus one or to subtracting one.

The delay line DL_ delays the carry pulses to the highest digit position

for the time of the transient processes in the flip-flops, that are due to the

input pulses when the counter is operating in the subtraction regime.
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Fig.77 Binary Counter using Ferrite-Transistor Cells

Counter using ferrite-transistor cells. In a counter with ferrite-trans-

istor cells (Fig.77), each cell serves to represent one digit of the number to

be set up, and the cells of lower digit positions are located to the left.

The collector windingw k of each core is connected to the read winding wr
of the next core and also, through the delay line, in series with its write

winding w. and with the inhibit winding w_ h on its own core.

Let all the cells of the counter be in the zero position. When the

first pulse arrives at the counter input, it passes first into the read wind-

ing w r of the core FCI, without changing its magnetic state. After a certain

time, determined by the pulse latency time of the delay line DL_, the pulse

appears in the write winding wrl which switches the core FCl into position 1.

The second input pulse again arrives first at the winding wrl and this

time does switch the core FCI from position 1 to position O. The triode PT I

starts conducting, and a carry pulse arises in the collector winding wkl. This

pulse first arrives at the winding wrs of the core FCs without changing its

state and then, after passing the delay line DLs, at the write winding w._ of

that core setting it in position l, after which the pulse arrives at the inhibit

winding wlnhl of the first core. By this time, the second input pulse of the

counter, after passing delay line DLI, enters the write winding w_1. The action
of this pulse is compensated by the action of the current pulse in the inhibit

winding. Consequently, after the second pulse is fed to the counter input_ the
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core FC_will be in the state I, and the cores FCI and FCs in the state O, i.e.,
the binary number OlOwill be recorded on the counter.

By similar reasoning, it can be proved that, after the third input pulse,
the cores FC_and FC_will be in position 1 and the core FCs in position 0.
After the fourth input pulse, the cores FCI and FCmare switched into position
O, and the core FCs into position l, and so on. It must be borne in mind that
whena pulse arrives from the collector winding of the preceding core into the
read and write windings of the following core, belonging to the cell of the
next higher digit position, then the stable state of magnetization of that cell
can change only once. This is due to the fact that, after a certain time
following the switching of a core from position 1 to position O, a current
pulse compensating the action of the pulse in the write winding will always
appear in its inhibit winding. /155

Thus, the positions occupied by the cores of ferrite-transistor cells cor-

respond to the binary code of the number of pulses arriving at the counter in-

put. Like the flip-flop cell, each core of the counter is returned to its
initial state with every second pulse arriving at its write winding. The num-

ber of series-connected ferrite-transistor cells and, consequently, the number

of digit positions of a counter can be rather great, since the triodes amplify

the signals arriving at the cells of the higher digit positions.

Section 26. Registers

A device serving to remember one binary number is known as a register. If

a register has additional elements, the number stored in it can be read out

either in parallel or in serial code, meaning that registers are also used to

convert a parallel code into a serial code, and vice versa. If necessary, in

multiplication, division, and other operations, the number in the register can
be shifted one or several places to the right or left. To read out a number

from a register and to shift numbers, readout pulses are used; they are also

called shift pulses, and the registers themselves are known as shift registers.

Consider the co,non circuit of the register (Fig.78) used for storage of

a three-place binary number. The number is entered in the register and read /156

out from it in the form of parallel code. Such a register is called a parallel-

action or parallel register. In describing register systems using static flip-

flops, a flip-flop as shown in Fig.62will be meant, provided that a high po-

tential on the collector of the left triode corresponds to the state 1 of the

flip-flop and a high potential on the collector of the right triode to the
state O.

The code of the number to be recorded in the register is represented in

the form of the potential-level code transfer buses. A high potential corre-

sponds to code "l" and a low potential to code "0".

When the write control pulse CP-1 is fed to the input gates BI, pulses

representing the code of the number will arrive at the right-hand inputs of

the register flip-flops. These latter are then switched to the corresponding

stable states, which they may retain as long as desired.
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The number stored in the register is transferred out or reaa out through
the output gates Bin, as soon as the read pulse CP-2 is fed to them. The read-
out of the number can be repeated as often as desired, since the state of the
register flip-flops is maintained. A number is erased by feeding a clearing
pulse to the left-hand inputs of the flip-flops; on arrival of this pulse all
flip-flops are set in the code position ,,_t.

Input of Number

_._7Jjl0O T2 _J_

Code l_se8

Fig. 78 Parallel-Action Register using Static Flip-Flops

Parallel registers are used in arithmetic, memory, and other units of

digital computers. The advantages of such registers when used as storage
devices for a single number are as follows:

high speed (for writing, erasing, or readout of a number, not more
than 2 _sec are required);

repeated readout of a number without its distortion in the register;

possibility of representing a number read out from the register either

in direct code or in inverse code if both flip-flop outputs are used.

Shift registers are widely used, especially in arithmetic units of digital

computers. Figure 79 shows a three-digit shift register with static flip-flops.

Here, the flip-flops are connected in series, the collector of the right-hand

flip-flop of the preceding cell being coupled to the counting input of the
following cell through a delay line.

Let the binary number lll be stored in the register. To shift it one

place to the right, one pulse must be fed to the shift bus. Since this pulse

is an erase signal for all the cells, all will simultaneously be reset to the

zero state. In this case, a positive voltage pulse will arrive at the outputs

of the flip-flops and will pass through a delay line to the counting input of

150



the following flip-flop, switching it to the state I. Thus, after the first
pulse passes on the shift bus, the register will showthe code of the numberOll
instead of the code of the number iii, and a signal corresponding to the
code "l" will appear at the output. After passage of the second shift pulse,
the register will now contain the code of the number OO1,and a second signal,
corresponding to the code '_i", will appear at its output. Finally, after pas-
sage of the third shift pulse, the position of the register flip-flops will
correspond to the code of the number O00, and the serial code of the number lll
stored in the register will be obtained at its output.

6800 __DL
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Fig.79 Static-Flip-Flop Shift Register
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If the code "0" were stored in the preceding cell of the register, then

during shift of the number, after passage of the shift pulse, the pulse will
not be transmitted into the delay line, audthe code of "O"willbe set up in

the next cell. On transition of a cell from the state O to the state 1 a nega-

tive voltage pulse arises at its output and, after passing the delay line, will

arrive at the counting input of the next cell. The state of that cell, how-

ever, is not changed thereby, since it reacts only to positive pulses.

It is obvious from our analysis of the operation of a shift register that
each cell must be so laid out that the frequency of its operation (transition

from one stable state to the other) shall be twice the repetition rate of the

shift pulses. During a single interval between the shift pulses, the cell will

operate once, on clearing, and then again on transfer of the pulse from the de-

lay line to its input.

The delay lines in the shift register perform the function of storage ele-

ments for the pulse arriving from the output of the preceding cell at the input

of the following cell. The pulse delay time is so selected that, at the time

of arrival of a pulse from the delay llne to the fllp-flop input_ all transient
processes in it shall have ceased. This time usually does not exceed a value

of 0.3 - 0.5 _sec. In vacuum-tube shift registers, the frequency of the shift

pulses may go as high as 1 Mc.

Figure 80 gives the circuit diagram of a register for converting the

space-positional (parallel) code of a number into a time-pulse (serial) code,

and vice versa. The register consists of several fllp-flops connected in
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series.

Let us first consider the operation of a register in converting the paral-
lel code of a number into its serial code. As in the register shownin Fig.78,
the number, represented in parallel code, is recorded whenthe write pulse CP-1
is fed to the input gates Bz. In this case, the code of a number arriving on
the code bus is passed through the gates and entered in the cells of the regis-

ter. For readout of the number (in this case, a three-digit number) in serial

Output for psrsJleJ code of s number

serisJ code--[_ --F_

Input for parallel code of s number

Fig.80 Register for Converting the Parallel Code of a

Number into the Serial Code, and Vice Versa

code, shift pulses are fed at definite time intervals to the shift bus. The

register here operates like the register of Fig.79.

The serial code of a number is converted into the parallel code in the

following way: During writing, the code is fed, with the lowest digit posi-

tions first, through the OR circuit into the counting input of the extreme left
cell T3. After the first (least significant) digit of the number has been fed

to the cell Ts, the first shift pulse is introduced; this pulse copies the code

of the lowest digit of the number from cell Ts into cell T_. Then, in cell Ts,

the code of the second digit of the number is written, after which the second

shift pulse is fed, which copies the codes of the first and second places from

the cells T_ and Ts into the cells TI and T2, respectively. Finally, the code

of the third digit of the number is written into the cell Ts, and thus the en-

tire number has been recorded in the register. To put out this number in the

parallel code, i.e., all digits simultaneously (each digit having its own code

bus), a readout pulse CP-2 must be fed to the output gates B2. The readout /159
can be repeated many times, since the information stored in the register is not

distorted thereby. A record is erased by shifting pulses (in this case three

such pulses must be given) or by applying a wide clearing pulse.

Let us consider the sequence of operation of a shift register built of

dynamic flip-flops (Fig.81). Let the number 000 be stored in the register in

the initial state, i.e., let no sync pulses pass to the output of the flip-

flops. If the code signal 1 is fed to the ones input of the flip-flop DTs,
that flip-flop will be switched to the state l, and at its output there will
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appear a train of pulses of the same repetition rate as the sync pn!s_s=

The first shift pulse of negative polarity passes through the inverters

HFa and HF_ and then arrives at the gates BI and Bm in the form of a pulse of
positive polarity. Since the flip-flop DT_ is in the position O, and the flip- _

flop DT s in the position l, the shift pulse passes through the gate B_ and

arrives in the delay line DL_. In addition, the first shift pulse is fed

• 2= 2'

Fromf!ip-fl

P&mt signi ficsnt r-

digit _
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Shift pulses,

l

Fig.81 Shift Register using Dynamic Flip-Flops

through the delay line DLI to the zeros input of all the flip-flops, confirming
the zero position of the flip-flops DT I and DT 2 and switching the flip-flop DT s

from position 1 to position O. The latency time of the delay line DIm is

greater than that of the delay line DL I (_0L_ > _0L1) so that the pulse appears
at the output of DLm before it appears at the output of DL I. Consequently, thei

pulse from the output of DL_ switches the flip-flop DTe to the position 1.
When the first shift pulse has ceased to operate, the number OlO is recorded inl

the register. By similar reasoning, it is readily proved that, after the second

shift pulse, the number in the register will be shifted two places to the right,
#

i.e., OO1 will be recorded, etc.

The operation of a dynamic flip-flop register obeys the following law: On

arrival of the regular shift pulse, each successive flip-flop is set in the /160

position that the preceding flip-flop had before arrival of that pulse, i.e.,

each shift pulse, as it were, transmits the code of the higher-order position

to the flip-flop of the next lower-order position and thus shifts the entire

code of the number one place to the right.

To ensure normal operation of a dynamic flip-flop register, the shift

pulses must coincide in time with the output pulses of the flip-flops in the

state 1. The delay llne DL I delays the shift pulse which would switch the flip-

flop from state 1 to state O until the code sisal 1 is read out of the fllp-

flop for transfer to the next lower-order position.

Shift registers with ferrite-transistor and ferrite-diode cells are widely

used, especially in the circuitry of special-purpose digital computers. The

circuit given in Fig.37a, having three ferrite-transistor cells with single-

cycle feed connected in series, is essentially a circuit of a three-digit shift

register. The input of the register is the input of the first cell. The read-
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out pulses (clock pulses) play the role of shift pulses. Whena binary number
is written into the register, it is fed in serial code to the write winding of
the core in the first cell. After each code pulse, a readout pulse is intro-
duced, shifting the number in the registers one place to the right.

Feedback

Input J I " 2 3 4 J

! - ! - ! I

Fig.82 Shift Register using Ferrite-Transistor Cells

The advantage of shift registers using ferrite-transistor cells with

single-cycle feed is that they are rather simple and require only one source of

clock pulses. The disadvantage is their low operating speed and the losses of
energy on the delay line.

Shift registers using ferrite-transistor cells in push-pull feed are widely
used. Figure 37b shows a circuit for series connection of three ferrite-

transistor cells in push-pull, and Fig.82 is the circuit of a shift register in

push-pull feed with four digit positions, with symbolic representation of the

cells. The numerals 1 and 0 inside the circles indicate that, on passage of

pulses through the corresponding loops indicated by straight-line arrows, /161
the cell is set in either position 1 or position 0.

To represent the code of each digit of a binary number in a push-pull

shift register, two ferrite-transistor cells are necessary: one, known as the

main cell for storage of the code of one digit of the number, and the other,
known as the auxiliary cell for temporary storage of the code of the digit

during the shifting of the number. Figure 82 shows the main cells of the reg-

isters, denoted by the numerals l, 2, 3, _ and the auxiliary cells by the

numerals l', 2', 3', _ •

Let the binary number lll be recorded in cells i, 2, and 3 of the register.

To shift the number one place to the right, the readout pulse irX must first

be fed, on whose passage the cells l, 2, and 3 are set into the zero position

and the cells l', 2', 3' into the one position, i.e., the number lll is trans-

ferred from the main cells to the auxiliary cells. Then, the readout pulse ir_
will switch the cells l', 2', and 3' to the zero position and the cells 2, 3,

and A into the one position. As a result, the number has now been shifted one

place to the right. Thus, the advance of the number code along the register is

accomplished by alternate feeding of the readout pulses irx and ir_ , shifted a
half-period with respect to each other.

The practical circuits of push-pull shift registers with ferrite-trans-

istor cells operate at clock-pulse repetition rates up to 100 - 150 kc, but
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require a greater numberof cells than one-cycle circuits.

Shift registers with ferrite-diode cells are constructed in exactly the
sameway as those with ferrite-transistor cells. The circuits in Figs.25
and 26, showing series connection of ferrite-diode cells in push-pull with
single-cycle feed, give a general idea of howa shift register using such cells
is built. For example, the circuit in Fig.25 is a single-cycle circuit of a
three-digit shift register. Because of the drawbacks of ferrite-diode cells,
such registers are seldom used.

All shift registers, regardless of the constituent elements, can be so
designed as to store the recorded information. In the general case, On arrival
of the shift pulses, the numberrecorded in the register is read out in serial
code and all the cells are set into the code position "_', i.e., the informa-
tion is erased. If, however, the output of the register is connected with its

input, i.e., if a feedback is established, then the passage of shift pulses

will cause the code of each digit to arrive not only at the output of the reg-
ister but also at the input for rewriting (see Fig.82). Thanks to this, at

continuous arrival of clock or shift pulses, the recorded number will circulate

in the register, i.e., the information will not be erased.

Section 27. Selective Circuits (Decoders)

A selective circuit, or decoder, is an (n, k)-pole which, for a given

combination of binary signals at its inputs, forms the code signal 1 only at

a single completely determinate output. An (n, k)-pole means a circuit with

n inputs and k outputs. The relation between k and n in decoders is of the
form k = 2n.

The binary signals fed to the decoder inputs are combinations of zeros and

ones, i.e., binary numbers. If the outputs of a decoder are designated by the

letters Pj (j = O, l, 2, ..., k - 1), then the code signal 1 appears at the
output, for which the value of the subscript j in the output denotation is the

same as the binary number corresponding to the input combination of zeros and

ones. For example, if signals representing the binary number llO1 (the decimal

number 13) are fed to a decoder with four inputs, then the code signal 1 will

appear at the output P1s. Essentially, a decoder affects the decoding of a
code fed to its input by delivering a control signal to one of its outputs.

The operation of a decoder with n inputs and k outputs is described by
the equations:

Po _ _7c -x . x.x,x,,"
" "n--l--n--2 "'" J'" . • _

p, = 7c_17c,,__... 7¢_... x-_Xo;

P2 = "Xn-lX n-2 """-Xi" "X_XlXo;

Ps = x,__x,_2...-x_'., x,x_x_,

(cont,d.)

(_7)
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Pk-z _ Xn-lXn-2" " "Xl'" X_XlXo,

where xi(i O, i, 2, ..., n - i) are the inputs of the decoder;
Pj(j =_ O, i, 2, ...., k - i) are the outputs of the decoder.

Decoders are used in a digital computer to decode codes and feed signals

into arbitrary control loops. For example, they are used in the control units

of digital computers to decode the operation code and send a control signal into

R
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Fig.83 Rectangular Diode Decoder with Two Inputs

all loops connected with the elements and units of the computer that take part

in performing the given operation. The cells of the storage units of the com-

puter are selected by the aid of decoders, for writing, reading, and regener-
ating the codes of numbers and instructions.

To rate decoders of various types, the following characteristics are used:

a) Speed, determined by the time required to decode the code of one number,

b ) Economy, determined by the method of constructing the decoder and the
type of its constituent elements.

c) Reliability of operation, which depends both on the type of elements

used in it, and on their number. The reliability of operation of a decoder /163

is sometimes evaluated from the ratio of the code signal 1 appearing at one of

its outputs to the maximum noise appearing at the other outputs. The larger

this ratio, the higher will be the quality of the decoder.

Various elements are used in decoders: semiconductor diodes, ferrite cores

with a rectangular hysteresis loop, ferrite-transistor cells, diodes in con-

junction with pulse transformers, etc_ Decoders using semiconductor diodes
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(diode decoders) and decoders using ferrite cores or ferrite-transistor cells

( ) p_ ....magnetic decoders are the mosb po at. _,_ codes of "_,._......_-"_ _ *_ _o_._

input of a decoder are usually read out of registers.

Diode decoders. To illustrate the operating principle of diode decoders,

let us first consider an elementary circuit with two inputs (Fig.83). The

circuit is based on a network (matrix) formed by horizontal and vertical wires

(buses) and semiconductor diodes connecting them at certain points. The cir-

cuit has two inputs (A, B) and four outputs (Po, Px, P_, Ps) and operates ac-
cording to a truth table (Table 16).

TABLE 16

LOGIC OF OPERATION OF A T_O-INPUT DIODE DECODER

Inputs Out' >uts

A B P. P_ P, P,

If, for example, A = 0 and B = O, then both flip-flops of the register
are in the position O. In this case, there are high potentials on the left-

hand outputs of the flip-flops so that the diodes Dx, D_ as well as D5 and D8
are cut off, while the other diodes are conducting. If at least one of the

diodes connected to any output bus is open, then the potential of that bus will

be low since practically all the voltage from the source +_ falls across the
resistance R, which is considerably greater in value than the resistance of the

diode in the forward direction. Consequently, a high potential corresponding

to the code "l", appears only on the output bus Po since the diodes D_ and D5
connected with that bus are in the nonconducting state.

If A = 1 and B = l, then the diodes De, D4, D_ and Ds will be cut off.

Consequently, the high potential will be transferred only to the bus Ps, since

the diode D4 and De connected with it are cut off.

It is easy to demonstrate that, at the combination A = O, B = l, the high

potential is transferred to the output PI and, for the combination A = l,

B = O_ to the output P_.

The logic functions describing the operation of the decoder have the

following form: P0 _ AS;

& =
p, --
P, = AB.

157



A two-input diode decoder can be represented by four independent coinci-
dence circuits with two inputs each, under the condition that the values of the
input signals are inverted. In Fig.83, the two-input ANDelements are formed
by diodes coupled to the horizontal (output) buses.

Diode decoders with a larger numberof inputs can also be constructed by
this principle. For example, Fig.SL gives the circuit of a four-input decoder.
Considering that, to the code "0", there corresponds a position of the flip-
flop such that a high potential is present at its left-hand output and the
code "l" at its right-hand output, it is obvious that the output bus whosenum-
ber is the sameas the number recorded in the register will be under a high
potential. In this case, the lowest-order position of the numberwill be stored

*Eo
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Fig.SL Rectangular Diode Decoder with Four Inputs

in the flip-flop Tz, and the highest-order position in the flip-flop T4. If
the number ll01 is stored in the register (the decimal number 13), then all the

diodes connected to the output bus Pz3 will be cut off. As for all the other
output buses, each of them is connected to at least one diode in the conducting

state for the given state of the register flip-flops. Consequently, the bus Pze
is excited. In such a decoder, the diode network is composed of sixteen inde-

pendent coincidence circuits with four inputs each. One coincidence circuit l_
is composed of the diodes connected with the same output bus.

Decoders built on this principle are called rectangular or single-stage.
In the general case, the matrix of a rectangular decoder consists of 2n vertical

buses, to which noninverted and inverted code signals (or the paraphase code of
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the number) are fed, and of 2n output buses, where n is the number of digits in

the binary number. To build such a matrix we need NI = n x 2" diodes. This

makes it obvious that, with increasing n, the number of diodes in the matrix

increases sharply. It is theref{>_e expedient to build rectangular diode de-

coders for a small number of inputs, not greater than four.

Two-stage and multistage diode decoders are more economical, especially

for large values of n.

Let us consider the design principle of a two-stage diode decoder with

four inputs A, B, C, and D. The operation of such a decoder is described by l_

the equations:

Po = ABCD; t:'8 = ABCD;

= ABCO; P, =
P= ----ABCD; P_o= ABCD;

t:'8 ----ABCD; Pu = ABCD;

P,.---- ABCD; PI_= ABCD;

P5 = ABCD; Pxs ----ABCD;

t:'6 -.= _4BCD; P,, = ABCD;

P7 = 74BCD; P,n = ABCD.

(as)

We now introduce the notation:

A1-:AB;

A2 = AB;

A, = AB;

BI= CD;

S, =

B,= CD;
B, =CD.

Then, eqs.(AS) take the form:

Po = A_BI; P_ = AsB1;
Px = A,B,; P, = A3Bg
P_ = AIBs; Plo ----AsBs;
P, = A,B,; P,, -_ AsB,;
P, = A=B1; Pl= --- A,BI;
P5 = A_B2; Pls -: A,Bg

P, = A2Bn; P,, = A,B,;
' p, = A_B4; P,._ = A4B ,.

(ag)

The logic functions A, - A4 are formed by combinations of the arguments

A, B, and their negations, while the functions B_ - B4 are formed by combina-

tions of the arguments C, D, and their negations. In turn, the logic functions

Po - P1s are formed by combinations of the functions AI - A4 and BI - B4. The

first stage of a two-stage decoder consists of coincidence circuits realizing

the functions AI - A4 and BI - B4 and the second stage, of coincidence circuits
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Fig.85 Function Circuit of a Two-StageDecoder
with Four Inputs

}
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Figo86 Two-Stage Diode Decoder with Four Inputs
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r_]_7_ng the f_l_nction_Po - P;s [or eqs.(_9)]. Figures 85 and 86. which are

respectively a function circuit and a schematic diagram of a two-stage decoder

with four inputs, clearly show these stages. In the circuit diagram, the first

stage is composed of the diode matrices la and lb with four outputs each and

the second stage, of the matrix II with the 16 outputs Po - P_s. Depending on

the code of the number recorded in the register, one of the output buses of the

matrices la and Ib is excited. In this case, only one of the output buses of

the matrix of the second stage is connected to the two diodes in the nonconduct-

ing state. On this bus there will be a high potential and a low potential /168
on the others.

A two-stage decoder with n inputs is built as follows: The number n is

n
divided into two groups such that _ shall be in each group if n is even,

2
n + 1 1n

and if n is odd. Then, by the aid of coincidence circuits,
or J--2 2

the functions representing various combinations of the input variables and

their negations are formed in each group. The second stage is also composed of

AND elements, the input signals for these being the output signals of the coin-

cidence circuits of the first stage.

The total number of diodes in a two-stage diode decoder of n inputs is

determined by the formulas:

a) For even n:

n

N, = n.2 = + 2.2";

b) For odd n:

n+l n--!

Multistage decoders are the most economical of all types of diode decoders.

A multistage decoder consists of several series-connected two-stage de-

coders. For this construction, at first the n input variables are divided into

two groups as was done in the construction of the two-stage decoder. Then each

group is divided into subgroups in the same way until all the subgroups contain
either two or three variables.

For subgroups with two or three vari_01es, diode matrices with four and

eight outputs respectively are formed, as shown in Fig.83 for two input vari-
ables A and B. These matrices compose the first stage of the decoder. Then

the outputs of each pair of diode matrices of the first stage are combined by

the aid of diodes, resulting in the formation of diode matrices of the second

stage. Next, the oubputs of each pair of second stage matrices are combined,

thus forming third-stage _i_trices_ This process is continued until the last
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stage of the decoder, with only a single diode matrix, is formed.

For the example shown in Fig.87, we give the symbolic representation of a

circuit for a diode decoder of multistage type with 102A outputs. Each diode

matrix is shown in the form of a square; the numeral inside the square indi-
cates the number of output buses of the matrix. It should be noted that only

one output bus of each matrix is shown in the diagram.

The register has i0 flip-flops, since there are i0 digits in the binary /169

numbers. These are divided into two subgroups of five flip-flops each. In

turn, each subgroup is divided into two parts, with two flip-flops in one part

and three in the other. The diode matrices in the first stage have either four

or eight output buses; these matrices are controlled by two or three flip-flops

respectively.

UO

I

i

t
HI

;OZ4 I _

Code Buses

]
J

Fig.87 Multistage Diode Decoder with 102A Outputs

The outputs of the matrices with four or eight outputs are connected by

means of diodes forming a matrix of 32 outputs. Two such matrices compose the

second stage of the decoder. Finally, a matrix of 102& outputs (the third

stage) is formed by combining the output buses of two matrices, each with 32

outputs.

In a multistage diode decoder, any matrix is connected with each output

bus by not more than three diodes, if the above order of arrangement is observed.

Diode decoders use a paraphase code to represent the binary numbers re-

corded in the input register of the decoder, i.e., both outputs of the flip-

flops are used: The direct code of the number is read out from the right-hand
outputs, and the inverse code from the left-hand outputs.

The above diode decoders are equal in operating speed: A control signal
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_:._!! appear at +_.heo_tput with practically no delay. The switching time of the

decoder is determined by the time required to erase the number previously re-

corded in the register and to write the new number. The economy of diode de-

coders of various types can be evaluated by analyzing the data of Table 17. /170

TABLE 17

NUMBER OF DIODES REQUIRED FOR THE CONSTRUCTION OF DECODERS

Number of
Inputs

2
3
4
5
6
7
8
9

I0

I
Number of J Hectmsulsr Decoder

Output8 1"
a Number of

Stages

4
8

"16
32
64

128
256
512

1024

Number of
Diodes

I 8
I 24
I 64
I 160
1 384
1 896
1 2048
1 46O8
1 10240

Multistage Decoder

Numberof Number of
Stages Diodes

I
I
2
2
2
3
3
3
3

8
24
48
96

176
328
6O8

1168
2240

It will be clear from Table 17 that, with increasing number of input

variables n, the economy of multistage decoders increases substantially by

comparison with that of rectangular decoders.

In several Soviet digital computers, so-called non-coincidence decoders

(Fig.88) are used. Such a decoder realizes the logic operation of nonequiva-

lence.

The device consists of a four-stage diode circuit whose inputs are con-

nected to the outputs of two flip-flops: the inputs I-O and I-1 to the outputs

of the first flipflop, and the inputs II-O and II-1 to the outputs of the second

flip-flop. The diodes DI, D_ and Ds, D4 which enter into the first stage of

the system form two decoders. At the output of the decoders, the diodes D s

and D 6 are connected and form the second stage of the system, serving to realize

the logic operation OR.

The output of the first decoder (diodes Dx and Ds ) will be at high po-

tential if the flip-flop T I connected to the input I-O and I-1 is in position l,

and the flip-flop Tm connected to the inputs II-O and II-1 is in position O. A
-, ^,_._i-o_ _÷ +h_ _n_nts I-i and II-O. i.e.,high potential in this case _ .................. --=,

the diodes DI and D s are cut off.

The output of the second decoder (diodes D s and D4 ) will be at high po-

tential when the flip-flop TI is in position 0 and the flip-flop Tm in posi-

tion 1. In this case, the diodes D s and D4 will be cut off, i.e., both diodes

of the second decoder will be cut off. If both flip-flops are either in posi-

tion 1 or in position O, then the potential at the outputs of the decoders will

163



be low, since one of the diodes of each decoder will be in the conducting state.

Consequently, at the output of the OR circuit (diodes D5 and De) the potential

will be high if and only if the flip-flops are in opposite states of equili- /171
brium.

The diode D7 is the third stage of the system. Its cathode is fed with a

control pulse of positive polarity, permitting operation of the non-coincidence

decoder. If the control pulse is not fed and, consequently, the diode D_ is in

the conducting state, then there will be a low potential at the circuit output,

regardless of the state of the flip-flops; the non-coincidence decoder will be

cut off. When the control pulse is fed, the diode D_ is cut off and the po-

tential level at the circuit output is determined by the state of the flip-

flops; the non-coincidence decoder is now conducting.

From flip-flop T 1

R D_

_'D.: D4!

From flip-flop T 2

_I-0 .

Da

P1

D_
Da

Output

D.J

, '|D7
,A

_'! cp

Fig.88 Non-Coincidence Decoder

The fourth stage of this system is the diode Ds which, together with the

corresponding diodes of the other non-coincidence decoders, forms an OR cir-

cuit. This latter can be connected to the output of another logic circuit, for
instance AND.

Thus the non-coincidence decoder is a logic circuit at whose output a high

potential l_vel can be obtained if two flip-flops connected to its inputs are

in different states and if simultaneously, at an auxiliary input, a positive

pulse is fed permitting the decoder to operate.

Magnetic decoders. Like diode decoders, magnetic decoders can be built as

single-stage, multistage, and pyramidal types.

The design and operating principle of a single-stage magnetic decoder is

illustrated by Fig.89 which shows a circuit of such a decoder with two inputs A
and B. The decoder itself is built of four ferrite-transistor cells. The

paraphase code of a number is read out from a two-digit register consisting of

ferrite-transistor flip-flops (Fig.63).

The ferrite-transistor cells of the decoder are built on the basis of /172

the superposed field magnetization and blocking system. The ferrite core of a
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cell _"........._._ _.:_thsLx 1:.__r_i_ug__:t_p........_p_rDosed field-magnetization_ winding_ w__..

the read winding wr, the base winding w_, the collector winding wk, and two

inhibit windings wi_ h. A direct current flows in the field-magnetization wind-

ing which, in the absence of signals in the other windings, maintains the fer-
rite core in a state of saturation (the point MI of the hysteresis loop, cf.

Fig.35c). Consequently, superposed magnetization is accomplished on the

writing of 1 end if the positive magnetization intensity of the core corre-

sponds to the code "l". Inhibition is accomplished on the readout end, i.e.,

F, P,

ill • all l ,, i •

/(

"Ell

Fig.89 Single-Stage Magnetic Decoder with Two Inputs

the inhibit windings are connected in one direction with the superposed magnet-

ization _nding and in the opposite direction with the read winding. The in-

hibit windings are connected with the zero and one outputs of the flip-flops of

the register.

Consider the sequence of operation of the decoder in the case where the
binary number lO is recorded in the register (A = l, B = 0). In this case,

current will flow through the inhibit windings connected with the zero output

of the flip-flop TI and with the one output of the flip-flop T_. Consequently,

current will flow through the inhibit windings of the cores FCI, FC_, and FC_.

The inhibit ampere-turns are superimposed on the field-magnetization ampere-
turns; therefore, these cores will be in a state of deeper saturation than the

core FCs which is acted on only by the field-magnetization ampere-turns. Let

readout ampere-turns will be unable to overcome the combined action of the in-

hibit and field-magnetization ampere-turns; therefore, the magnetic state of /173

these cores does not change and no signal appears on their output windings. In

contrast, the core FC_ is switched to the opposite state, the triode PT_ starts

conducting, and the code signal 1 appears at the output P_. When the action of

the readout ampere-turns has ended, the core FCm is returned by the superposed
magnetizing field to its original state. Considering the other combinations of
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values of the input variables A and B, it is easy to see that the code signal i
will appear at the decoder output having the samenumberas the number in the
register. For example, for A = O, B = 0 (number OO)there will be a signal at
the input Po; for A = l, B = 1 (number ll) there will be a signal at the out-
put P3; finally, for A = O, B = 1 (number O1), there will be a signal at the
output P_.
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• - • r L• •
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Fig.90

R 8 o

Single-Stage Magnetic Decoder with Four Inputs

Thus, the design principle of a single-stage magnetic decoder of ferrite-

transistor cells is that one output bus of the decoder is selected b_ inhibiting

the passage of currents on all buses other than that selected.

Figure 90 is a circuit of a single-stage magnetic decoder _th four inputs

(16 outputs), built on the above principle. For convenience in representation

of the circuit, the ferrite cores of the ferrite-transistor cells are shown by
16 horizontal lines numbered from Po to P15" The windings of the cores are /17A

formed by vertical buses over which pass the signals of the paraphase code of

the number read out from a four-digit flip-flop register. If the vertical bus

forms a winding on the core of a ferrite-transistor cell, then at the point of
intersection of this bus with the horizontal line denoting the core, a short

slanted line is entered. If, conversely, the bus goes around the core, this

line is not given. An inclination of the short line to the right indicates

that the core has either an inhibit winding if the corresponding vertical bus

is connected with the flip-flop of the register, or a field-magnetization wind-

ing. An inclination of the short line to the left indicates the presence of a
read winding. Thus, on each core of the ferrite-transistor cells of the de-

coder there are four inhibit windings and four other windings, namely w_, wk,

w_, wr. The flip-flops of the register, as in the last decoder, are built
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according to the circuit shownin Fig.63.

This decoder operates in the samemanneras that of Fig.89. If, for ex-
ample, the number llO1 (A = l, B --l, C = O, D = l) is stored in the re er,

then the vertical buses connected with the ones outputs of the flip-flop_ _'l,

T3, T4, and with the zeros output of flip-flop T_, will be carrying current.

Consequently, the cores of all cells of the decoder except the thirteenth,

connected to the output P_s, will be subjected to the action of the inhibiting

a_pere-turns. On the arrival of a readout pulse, only the core of the thir-

teenth cell will be switched, and the code signal 1 will appear at the out-

put P1s.

Fig.91 Ferrite Matrix of Magnetic Decoder

It requires 2n ferrite-transistor cells to build a single-stage magnetic

decoder with n inputs. Such decoders are constructed with a small number of
inputs (not over _ - 6 ) since an increase in the number of inputs will cause an

increase in the number of windings on each core, with consequent difficulty in

assembling the circuit. The increase of n also requires more powerful readout

current pulses.

Multistage magnetic decoders. As with the similar diode decoders, the

principle of series connection of the stages or matrices, based in this case on

cores, is employed.

The cores of the ferrite matrix are arranged in rows, forming a plane

rectangular system (Fig.gl). Each core has four windings: two inputs, formed

by the coordinate buses x_ and Yl, one output and one superposed field-magnet-

ization winding formed by a wire passing through all the cores. A DC bias is

impressed on the superposed magnetization winding, and returns the magnetic

cores to their original state of saturation in_nediately after they have been /175
switched.

For reversal of magnetization, current pulses are fed to the cores of the

matrix over the coordinate buses. The magnitude of the current is so selected

that the ampere-turns awx or aw_ are insufficient to remagnetize the core if
the current pulse is fed only to a single input winding. If, however, the

pulses arrive simultaneously at both input windings of the core, then the re-

sultant total magnetic field strength will reach the value Hm, causing the core
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to be switched to the other state of saturation; its output winding will then
contain a current pulse of definite polarity - the control signal.

Consequently, depending on which of the coordinate buses, x_ or Yl, is fed
with the current pulses, i.e., which buses are excited, the corresponding core
of the matrix at the intersection of the excited buses will be remagnetized
and thus produce a control signal in the output winding. The selection of the
core, meaning the formation of the signal at the matrix output, is thus pro-
duced by the principle of addition of the ampere-turns awx and aw 7.

Figure 92 shows a two-stage magnetic decoder with four inputs. The four-

digit binary number to be decoded is recorded in the flip-flop register. In

the flip-flops, made of ferrite-transistor cells, pulse outputs are used. In
reading out zero, a current pulse appears on the zero output of the flip-flop;

in reading out one, a pulse appears on the one output. Between the ferrite

matrices of the first stage (la and lb) and the second stage (II), there are

shaping ferrite-transistor cells that amplify the signals arriving from one

matrix to the other, thereby preventing their attenuation.

The original state of all cores of the shaping elements corresponds to the

remanent magnetic induction +B r (code "l"). Each time, after switching of its

core, a shaping element is set in the original position by the pulse U'rl''

(ferrite-transistor shaping element with superposed magnetization on the write
end may be used instead).

The cores of the matrices of the first stage are switched by pulses

arriving from the flip-flops of the register, on readout of the stored number,

while the cores of the matrices of the second stage are remagnetized by pulses

arriving from the matrices of the first stage and amplified by the shaping ele-
ments. The latter delay the passage of the signal only by the switching time

of the core of the element. A pulse arriving from the shaping element has

sufficient power to establish a magnetic field of 0.5 H, strength in the cor-

responding core of the following matrix. Let the binary number lOO1 be /176

stored in the register. On feeding the pulse U"(_' from the flip-flops TI and

T4, one is read out, and from the flip-flops Tm and Ts, zero is read out, i.e.,

the pulses appear at the ones output of the flip-flops T_ and T4 and at the

zeros output of the flip-flops Tm and Ts. Consequently, the cores FC_ and FC_,
which are shown by hatching on Fig.92, are subjected to the full action of the

code pulses. As a result of the switching of these cores, pulses arrive in

their output windings which, after an_plification and shaping, arrive at the

matrix of the second stage and result in summated a_pere-turns in the core FCs.

The core FCs is switched, and the code signal 1 appears at the output Pg.

Multistage magnetic decoders using ferrite matrices and operating on
the coincidence principle during two current pulses arriving on coordinate
buses, have the following basic drawback.

In the output windings of the cores of the matrix affected only by the

a_pere-turns awx or aw 7 (we will call these half-select cores), there appear

noise current pulses due to the deviation of the hysteresis loop from rectangu,
lar form. The cores in the same row and the same column as the selected core
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are half-selected, i.e., an excited coordinate bus passes through these cores.
This decrea_e_ the si_ual-to-noise ratio at the decoOer Ol_tpllt; which in turn
adversely affects the operating conditions of other systems connected with the
decoder.

Fig.92 Two-Stage Magnetic Decoder with Four Inputs

To p_vent the appearance of noise current due to half-select cores in a
matrix, t_ noise can be compensatedby additional compensating cores. To each
main (operating) core of a matrix a compensating core is connected, so that the
total numberof cores is doubled.

Figure 93 illustrates the principle of noise compensation. The write
windings of the operating and compensating cores (PC and KC) formed by the co-
ordinate buses x and y, are connec_u Lu _._ same.......... , ........... r_-

posed field-magnetizationwindings wt, w_ and the output windings Wout, w_, _
are connected in tandem. Through the field-magnetization windings flows the

direct current If, which determines the state of saturation of both cores. For

the operating core, this state is characterized by the point Ap of the hyste-
resis loop (Fig.93), and for the compensating core by the point _. If the

ampere-turns act on the operating core only on one coordinate, for instance the
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ampere-turns aw:, a signal whosevalue depends on the difference ABz - ABz will

appear in its output winding. If the characteristics of the operating and

compensating cores are identical, and the number of turns in their windings is

the same, then the signal at the output of a half-select core will be very
small.

Y.I'LJ p

I A

Fig.93 Compensation of Noise in the Output Winding

of a Half-Select Core of a Matrix, by Means of

a Con_ensating Core

Among the multistage magnetic decoders, those using ferrite-translstor /178
cells are preferable by reason of their noiseproof feature. In a multistage

decoder (Fig.gA), the first stage is built up of the ferrite-transistor cells 1

and 2, which are controlled by the flip-flop Ts of the register, in which the

five-digit number to be decoded is stored. The second stage of the decoder

consists of cells 3 to lO, and the third stage of the cells whose outputs are
denoted by Po - Psz-

The flip-flops of the register are designed on the basis of the _ircuit

in Fig.63; the number is read out of the register in the paraphase cc_e. All

of the ferrite-transistor cells in the decoder are designed on the su_erposed

field-magnetizatlon system on the write end 1. In contrast to the others, the

cores of the cells of the first stage have one inhibit winding each instead of

two. In all the cells, the inhibiting ampere-turns act in the opposite sense

to the readout an_ere-turns. The inhibit windings of the cells in the second

stage are fed with signals from the flip-flops Tz and Tin, while the inhibit

windings of the thlrd-stage cells are fed with signals from the flip-flops T4
and T6.

Let us consider the operation of a decoder with the binary number llOO1

(decimal number 25) stored in the register, i.e., when the buses connected with

the ones output of the flip-flops Tz, T4, and Te and the zeros output of the
flip-flops Tm and Ts are carrying current. Consequently, the current will flow

through the inhibit windings of the cores of the cell 2 of the first stage,
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through all cells of the second stage except the cells L and B, and through all

cells of the third stage except the cells with outputs from Pm4 to PsIo On
arrival of the current pulse ir in the readout windings of the cells 1 and 2 of

J ,

-- I I

A:

o....++._
_ - F [I I I
-- Decoder

t I ''

Fig.95 Magnetic Decoder of Composite Type

the first stage, only the core of the cell 1 will be switched to the opposite

state, since the readout ampere-turns awr in the core of the cell 2 cannot

overcome the combined action of the superposed magnetization an_oere-turns awr

tl t
6, __ mC9

1A
Fig.96 Symbolic Representation of Single-

Digit Shifter for Shifting a Number

by m Places

and the inhibiting an_oere-turns aw In_.

As a result of switching of the core of the cell l, a current pulse will

appear at its output, passing into the readout windings of the cells 3, i_, 5,

and 6 of the second stage. Under the action of this pulse, only the core of

the cell A is switched. The current pulse at the output of the cell A then

passes into the readout windings of the cells with the outputs P_, Pg, Ply, Pms;
as a result, only the core of the cell with the output P25 is remagnetized.

The cores of the other cells do not change their magnetic state, since their
switching is prevented by the inhibiting ampere-turns. Thus, if the number
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llOO1 (25) is stored in the register, the code signal 1 will appear at the out-
put P_s of the decoder.

The operating speed of a multistage magnetic decoder is determined by the
switching time _ of a ferrite core and by the numberof stages. The time t =
= kT (where k is the number of stages in the decoder) elapses, from the time of
feeding the readout current pulse i_ to the time of appearanceof a signal at
the output.

A multistage decoder using ferrite-transistor cells is characterized by

highly reliable operation over a wide temperature range (from-60 to +65°C),

and at great deviations of the feed voltage from its rated value (as great

as _0%).

/A _q

For a large number of inputs, it is expedient to build a decoder of com-

posite type (Fig.95). The signals arrive at the matrix from the decoders of

the first stages Dx and Dr, which may be built according to one of the methods

given above.

The code of a number to be converted into a control signal is divided

into two parts. The codes of the lower-order positions are written into the

register of the lower positions of the number, which controls the operation of

the decoder DT, while the codes of the higher positions are stored in the reg-
ister of the higher positions, which controls the operation of the decoder D:.

The control signal appears in the output winding of that core of the matrix
which is located at the intersection of the excited buses of the decoders D_

and Dr.

Section 28. Shifters

Devices that perform the operation of shifting the code of a number several
places in one direction or the other are called shifters.

A shift is necessary for the multiplication of binary numbers in the

natural form, for arithmetic operations on numbers in the normal form (a shift

to the left for normalizing a number or a shift to the right for equalizing /181

the exponents), and in other cases.

The simplest shifter is the single-digit type; this device shifts a single-
digit binary number. Figure 96 is a symbolic representation of such a shifter

for a shift of m places. The inputs So, S_, ..., S, are used to feed the con-

trol signals, and the input A to feed the code of the single-digit numbers to

be shifted. Depending on the input to which the control signal is fed, the
_^_ ^_ +_..... _11 _a_ _n one output P. Ci = O.1 ..... m) or another,

i.e., it will be shifted a definite number of places.

The formulas defining the logic of shifter operation are derived for each

specific case. For example, the operation of a single-digit shifter serving

to shift the number five places to the right is described by the following

formulas:
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Po = SoA; P_ = S_A; P2 -_ S_A;

P8 ----SsA; P4 =- S_A; P5 = S_A.

In accordance with these formnlas we give in Fig.97 a function circuit of

a single-diglt shifter composed of AND logic elements. The control signal is

Fig. 97

--"---'¢"¢3

-----'-¢$a

"---_ St

------¢0 e

A

Function Circuit of Single-Digit Shifter for Shifting

a Number Five Places to the Right

fed only to the input that will shift the number by the required number of

places. If it is necessary to shift a number three places to the right, the

i:

Fig.98 Schematic Diagram of Single-Digit Shifter for

Shifting a Number Five Places to the Right
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passed by the circuit AND-3to the output.

Figure 98 is a schematic diagram of a single-digit shifter for five places

to the right. The shifter is composed of semiconductor diodes. To shift a /182

number, for example, by four places, the high potential is fed to the input $4,

lit II

fill
A,Az As A,,

Fig. 99 Symbolic Representation of Shifter for Shifting

a Four-Digit Number to the Right

while the other control buses are under low potential. The code "l" to be

shifted is represented by the high potential. Consequently, the diodes Do, Dz,
D2, Ds, and Ds conduct current, and a voltage drop is established across the

high-ohmic resistors Ro, RI, Rm, Rs, and P_, causing low potentials to appear

at the outputs Po, PI, P2, Ps, and Ps- Since the diode D4 is cut off by the

control signal, no current will flow through the resistor R4, and the high
potential (code "l") will be transmitted to the output P4.

When the low potential representing the code "(_' is fed to the input A,

the same potentials will appear at all outputs, regardless of the output to
which the control signal had originally been fed.

Consider a more complex shifter (Fig.99) that shifts a four-digit number

threeplaces to the right. The binary number AIAmAsA 4 is fed to the input of

the shifter. It passes, either not shifted or shifted, one, two, or three

places, depending on whether the control signal had been fed to the input So,
$I, $2, or Ss.

The logic of the operation of such a shifter is described by the formulas

Po = SoAI;
n __ _ A _j_ _ A.

P_ = SoAs + S,A= + S,A,;

P3 = SoA, + S, A3 + S_A, + S,A,;

p,= s,A,+ s=A.+ s,A,;
6 = S=A, + S,A,;
p,= S,A,.
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Figttres lO0 and lO1 _ive a function circnit and Schematic diagram for
a shifter constructed in accordance with these formulas.

To perform the operation of shifting, shift registers are also used. In

contrast to the above shifters, in which a shift by one or several places is

performed in a single cycle, the shift register must be fed m shift pulses in

succession in order to shift a number by m places.
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CHAPTER IV

F_ORY UNITS

Section 29. Types of Memory Units and their Main Characteristics

Memory units (MU) of electronic digital computers are designed to receive,

store, and put out numbers and instructions to other units of the computer.

The MU stores the original data, the intermediate and final results of calcula-

tions, the constant variables, and the program instructions.

Up to now no memory unit that would completely satisfy both basic require-

ments for a memory unit has ever been built. These requirements are large

storage capacity and adequate speed. In this respect, a digital computer as a
rule has more than one memory unit - two and sometimes even three - which differ

in technical characteristics and in operating principle.

Types of memor_ units. The following types of memory units are distin-

guished, according to the physical design principle:

Punch cards and punched tape;

MU using magnetic tapes, magnetic drums, or magnetic disks;
MU using delay lines;

MU using cathode-ray tubes (CRT);

MU using ferrite cores and ferrite plates;

MU of diode-transformer type;

capacitative MU;
ferroelectric MU.

Memory units based on ferrite cores, on magnetic drums, and magnetic tapes,

or on punch cards and punched tapes, are most widely used in the digital com-
puters of today.

According to purpose, the memory units of digital computers are classified
into internal (machine memory), external (storage) and intermediate (buffer MU).

Internal MU are distinguished by high speed (a number can be recorded or

read out in several microseconds) and by relatively small capacity. In the
existing digital computers the usual capacity of an internal MU is 2048 or

4096 numbers. Individual numbers are written into, or read out from, an in-
ternal MU instead of groups or blocks of numbers as is the case with an ex-

ternal MU. Internal MU operate synchronously with other high-speed units of
the computer.

In general-purpose computers, the internal MU inmost cases consists only

of an operative storage, or a working memory unit (WMU). Special-purpose digi-
tal computers frequently have a permanent memory unit (PMU) as well. The work-

ing memory only stores the information (original data and program instructions)
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required for the solution of a particular problem or for performing bhe next

series of computations. On passage to another problem, the locations of the

working memory are cleared and the information required for this problem is

stored in them instead. The intermediate and final results of the solution are

also recorded in the WMU. The permanent memory stores the quantities that are

the same for all problems to be solved on that particular computer. These in-

1
clude frequently encountered numbers (1, O, N, -_-, e, and so on), standard

subroutines, from which the values of common functions (sin, cos, tan, ex , and

so on) are calculated. The PMU of special-purpose computers usually stores the

programs for the solution of problems. The main parameters of a digital com-

puter, especially its speed, depend largely on the characteristics of the in-

ternal memory; therefore, a great amount of attention is paid to the develop-
ment of the MU.

The internal memory units (WMU and PMU) of existing computers are in most

cases built of ferrite cores with rectangular hysteresis loop. Ferrite plates

are also used, and, far less often, delay lines, cathode-ray tubes, and magnetic
drums.

External memory units, on the other hand, are distinguished by a practi-

cally unlimited capacity, but are relatively slow: Depending on type, the

write or read time ranges from several thousand to several tens of thousands of

numbers a minute. When an external MU is addressed, groups of numbers instead

of individual numbers are written or read. External MU do not participate di-

rectly in the computation. They store the data used in the computer as con-

venient, at times determined by the program. During the operation of the com-

puter, information is exchanged between the WMU and the external MU.

External storage units are mostly made of magnetic tapes and magnetic

drums. Punch cards and punched tapes are also used as information carriers.

Intermediate (buffer) MU are used to coordinate the work of the high-speed

working memory with that of the external storage units or with the communica-

tion channels, if the electronic digital computer is used in an automated sys-

tem of information collection and processing and, consequently, is automati- /187

cally connected to the sources and consumers of information. A magnetic drum

is usually used as a buffer MU.

Memory units are divided into dynamic and static.

In a d_namic memory unit, the data represented by the signals are in mo-
tion, usually periodic, with respect to ..... _'.-- _ _ ÷_oy _ _p _Ap_-

sented. In other words, in a dynamic MU, the numbers are stored by keeping

them circulating continuously in some closed loop. The most widely used type
of dynamic MU is one based on ultrasonic mercury delay lines. Dynamic MU are

used relatively seldom and, in most cases, as internal MU.

In a static memory unit, the data to be stored remain fixed with respect
to the storing medium, and only when read out are they converted by a special
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device into signals of sometype or other. Examplesof static MUare units
based on cathode-ray tubes, magnetic drums, or magnetic cores. Static MUare
most widely used and are employedboth as internal memoriesor external storage
units.

According to the character of data storage, memoryunits maybe either
periodic or aperiodic.

In periodic memory units,
to the read or write elements.

magnetostrictive delay lines,

the stored data are cyclically permuted relative
Such units include MU based on ultrasonic and

and MU based on magnetic drums or magnetic tapes.

The main physical characteristics of a periodic memory unit are as follows:

a) Operating period, i.e., the time interval between two successive ap-

pearances of the same memory location at the point where its contents are read

out by special devices; the operating period is defined by the length of the

path over which the signals representing the stored data are displaced in the

unit, and by the speed with which these signals move with respect to the read

and write elements;

b) Number of digits that can be simultaneously stored in the memory unit;

this quantity is determined by the length of the path of displacement of the

signals representing the digits, and by the length of the signals themselves.

As an example, let us determine the operating period of an ultrasonic

mercury-filled pipe used as memory unit and its length, if 16 binary LO-digit

numbers must be recorded in the pipe; the pulse interval is 1 _sec and the

speed of sound in the storage medium is 1.A6 x lO6 cm/sec.

With these data 6AO (AO x 16) codes of the digits of the numbers must ___

be stored in the pipe. The pipe must be laid out for a latency time of 6LO _sec

(1 _sec x 6&O). This delay is obtained at a length of the mercury-filled pipe

of

L = 640.10 -6. 1.46- 105 = 93.44 cm.

In periodic memoryunits, the time required for reading or writing a num-

ber depends directly on the operating period. This time is not constant from

case to case, since it includes the waiting time between receipt of a read or
write order for any address and arrival of the location with the required ad-

dress at the read or write elements. The waiting time depends on where these

cells with the required address are located at the time the instruction is re-

ceived. For example, in the ultrasonic mercury delay line memory unit of the

BESM computer, the maximumwaiting time for a number code is 6hO _sec.

Dynamic memory units are units of the periodic type.

Periodic MU are sometimes called units without random access, since the

waiting time (the time for locating the required cell) is not zero.
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In nonperiodic memoryunits, the read or write time for _ n_nb_i_ i_ con-
stant, regardless of the cell of the MUthat is required. Examplesof nonperi-
odic units are those based on cathode-ray tubes, magnetic cores, or ferroelec-
tric devices. The speed of such units is determined primarily by the speed at
which the information read and write systems operate.

Nonperiodic MUare faster than periodic types. The write or read time of
a number is usually a few microseconds, while in periodic MUit is hundreds and
even thousands of microseconds.

Memoryunits of the nonperiodic type are sometimes called units with ran-
domaccess, since the search time is zero. Nonperiodic MUas a rule are used
as internal memoryunits.

Certain characteristics of memoryunits are used for evaluation and com-
parison of technical performance.

Main Characteristics of Memor_Units

1. The capacity of a MU is the greatest possible number of number and in-
struction codes of a definite class that can be simultaneously stored in this

unit. This capacity, to a considerable extent, determines the complexity and

in some cases also the speed of theunit; for example, in periodic MU, an in-

crease in capacity will also increase the time for writing or reading a num-

ber from a cell with a given address.

2. The access time to an MU is the time required to read or write the code

of one number (or information) at a specified address in the MU. The access

time is a characteristic of internal MU.

In the general case, in writing the code of a number, the circulation

time tclr. W in a MU is composed of the search time ts for the required cell,

the erase time ter of the old information in that cell, and the time of direct
writing tw of the number in the cell so selected, i.e.,

The circulation time for readout of a number, tclr r is composed of the

search time for the required cell, the direct reading time tr, and the time for

recovery (regeneration) of the number read out, tr.s, i.e.,

t,_,., =4 + t, + t,,_.

For the existing types of MU it can in practice be considered that

tdr.w=t6r.r =lc_.

181



In ferrite-core memoryunits t, -- 0 and in magnetic-drum or magnetic-tape
memoryunits tre s _ O, i.e., for specific types of MU, certain elements of the
time constituting tclr maybe zero.

The circulation time for a MUhas a substantial influence on the speed of
the entire computer, since the MUmust be repeatedly consulted during operation
of the computer.

3. Writing or readout speed is the amount of numbers that can be written

or read out of the MU in one second. This speed is a characteristic of external

and buffer MU, in which groups of numbers are recorded or read out. For present-
day MU, the writing sp_ed (or readout speed ) may be as high as 1OO0 numbers a
second or more.

A. Duration of information storage is the characteristic defining the time

during which a memory unit is able to store information recorded in it, without

regeneration. All MU are divided into two groups according to the distortion-
free storage time for recorded information.

The first group includes units in which the recorded data can be stored as

long as desired. Such MU do not require regeneration of the stored data. They

include magnetic-tape and magnetic-drumMU, magnetic-core MU, ferroelectric MU,
and capacitor card MU (capacitative MU).

The second group includes MU in which the signals corresponding to the

recorded information are attenuated and distorted with the passage of time,

such as, for instance, in cathode-ray tube MU, thus requiring regeneration of

the recorded data, which considerably increases the complexity of their cir-

cuits. In such MU, moreover, the information may be distorted or lost en- /190
tirely if there are random failures in the power supply during regeneration of
the record.

5. Econon_ is expressed by the number of MU elements per stored number, by

the life of the component elements of the unit, by the power consumption and

power loss during operation, per unit capacity of the MU. To improve economy

it is rational to utilize designs without filaments or vacuum tubes, and also
a type of MU that does not require regeneration of the information recorded.

6. Reliability of MU operation is one of the most important characteristics

of a memory unit. Reliability of operation is largely determined by the oper-

ating principle of the memory elements. A memory unit whose elements operate

on the qualitative principle (the '_es-no" principle) is most reliable, i.e.,

when the presence or absence of a signal determines the appearance or absence
of a pulse of definite polarity. All the quantitative relations to be found in

determining the type of signals taken off the elements of the memory unit de-

crease the operating reliability. Reliability is also affected by the value
and shape of the signals, especially by the steepness of the pulse edges. Re-
liability is decreased with increasing number of constituent elements of the MU.

7. Size-weight indices of an MU. Depending on the purpose of the digital

con_uter, these indices may be more or less important. While weight and size
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aro not of _1_mA_ta! _mportance for a general-purpose digital computer oper-
ating under stationary conditions, they are of great importance for a special-
purpose computer operating under field conditions. In all cases, however, it
is desirable to use miniature vacuumtubes, semiconductor diodes and triodes,
magnetic cores, and other new memorycomponentsand elements. This not only
improves the size-weight figure of a memoryunit but also increases its economy.

8. Sensitivity to the variation in ambient temperature and humidity, to

vibration, shock, jarring, acceleration, or to the influence of various physical

fields, and the like is of importance. All these indices are highly important

for special-purpose digital computers operating under nonstationary conditions.

In addition to the above main characteristics, other criteria for the

evaluation of memory units are the possibility of making a new recording on a

location occupied by an old recording, the convenience of copying the recorded

data (for example the transfer of data from a worn-out magnetic tape to a new

one), the convenience of inspection and supervision, etc.

Section 30. Punch Cards and Punched Tapes ngl

Punch cards and punched tapes are used as carriers for the information,

the original data, the program, and the results. A punch card and a punched

tape are, on the whole, equivalent.

T_e original information carriers must meet a number of requirements: low

cost, small size, long life, repeated re-use, persistence of records during

prolonged storage, easy check of writing and correction of incorrect writing,
reliable readout, and possibility of assembling original data from individual

pieces. Punch cards and punched tapes, on the whole, do satisfy these require-
ment s.

A punch card (Fig.102) is a rectangular sheet of thin flexible cardboard

with one corner cut off. The dimensions of a punch card are standard, and for
normal operation of a unit, the entry of data on such cards must be rather

exact. The corner is cut off in order to easily spot a card that is incorrectly
positioned in the card-feed device.

The field of a punch card is divided into 12 horizontal lines or rows and

80 vertical columns. There are also punch cards with L5 columns, but these are

not used in Soviet machines. The numbers and instructions whose places are

represented by the binary digits 0 and l, are recorded by punching holes at the
points of intersection of the rows and columns. A hole denotes a one in the

corresponding place of the number, and the absence of a hole a zero. The num-

bers are entered row by row on a ptu_ch cazd, i.e., each r_'_er has it8 own row_

The holes are punched on punch cards by a special electromechanical unit,
known as the perforator.

The numbers to be reproduced on punch cards and then fed to the internal

memory unit of a computer are generally recorded on standard blanks in the
decimal or octal number system.
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Each octal diA_lt is reoresented on the punch card in the form of a three-

digit binary number (triad), for which purpose three positions are assigned for

each place in the row where the octal number is to be entered. Octal digits on

a punch card have the following appearance:

E3on0 IODD4

O1"301 |Do5

OmD2 |0_6
O 1103 II m i17

The open squares here denote

squares, positions with a punched

digits, the number is recorded in

positions without a hole and the black

hole. With this representation of octal

the binary system.

Decimal numbers are represented on punch cards in the form of binary-coded

decimal numbers. For this purpose, four positions are assigned in the rows /193

of the punch card for each digit of the decimal number, and each decimal digit

is entered in the form of a four-digit binary number, or tetrad. The decimal

digits appear on the punch card in the following form:

r-i DO DO D • D m S
o D D ii I D o II [3G
D Do D2 Dm m 107
o F110 II 3 1OD O r'18
D mm Dn4 m_D 09

The octal numbers are converted into binary numOers and the decimal numbers

into binary-coded decimal numbers, using a special keyboard device; after this,

the holes are punched into the card by the perforator.

Figure 102 shows the order of arrangement of the decimal number of

-0.98756A023 x 10-I 9 represented in the normal form, in one row of a punch card,

using the binary-coded decimal system. Each digit of the mantissa of the num-

ber is represented by the corresponding binary tetrad. There are spaces be-

tween the tetrads. To indicate the signs of the mantissa and the exponent, the

22nd and 70th column respectively are assigned. A minus sign is indicated by a

hole of the punch card and a plus sign by absence of a hole. The exponent of

the number is represented in binary code. Incomplete utilization of the punch

cards is generally due, besides the technical difficulties, to the need for

entering additional information, the number of the problem, the number of the

punch card, etc. The first 15 columns of the card are used for entering the
additional information.

Punch cards are prepared in packs or stacks. The stack of punch cards is

placed in the card hopper of the input unit. The punch cards are gripped con-

secutively by the card gripper and are sensed by a system of contact brushes.
According to whether a hole is present or absent at a given location of the

card, the contact is either closed or not closed. This contact sends an elec-

trical signal into the computer, and under its action the code "l" is written

into the computer memory.
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Besides the electromechanical method of reading out informstion from

punch cards, by sensing the punches by contact brushes, the method of readout

by means of photocells or photodiodes is also used.

Advantages of punch cards include convenience of their permutation, i.e.,
of changing the order of the data input to the computer, and of practically

unlimited capacity; their disadvantage is the slow readout of information which

is limited by the speed of mechanical displacement. The reading speed, when

using photodiodes, is considerably greater, up to 180 numbers a second.

Punched tape is a heavy paper or cellulose tape on which, as on the punch
card, the numbers are represented by hole systems.

m m,
ll ll •

lid I []
M'rker" "_i | | i •

Number _ i'

symbol s I• _mm! mm mm
Side JiB am• m •

per£oration,_ I• mmm •
_ ,areasm m i

/ Dam II •
• m m Imam

• lid m m•
Ill ! •
• I llll n n

I I Ill
• miD i i•

573_46

,'_73_46

0,9 756841_.B

-0.976684tt8

Fig.103 Recording of Octal and Decimal Numbers

on the Punched Tape of the '_ral-l" Computer

The codes of numbers can be read off a punched tape electromechanically

or photoelectrically. In the latter case, there is a special readout mechanism

in the punched-tape storage system. This readout system is based on the utili-

zation of photodiodes. When the opaque tape with the recorded data is passed

over it, a narrow beam of electric light is incident from one side. On the

other side of the tape is the photodiode system. The photodiodes, on receiving

the light pulses passing through the holes in the moving punched tape, produce

electrical pulses. By means of these pulses, after amplification, the data are

reebrded in the internal memory unit of the computer. With the photoelectric

method the speed of reading numbers is higher than in the mechanical method and

may reach 200 numbers a second.

Let us consider the procedure of recording the codes of numbers on punched

tape from the example of the perforated tape used on the Soviet digit' _om-
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_.-I._ ,-_,11_1_4,'_pnnched tape on aputer '_Jral-l". This computer use5 a u±....... .
base of ordinary motion-picture film. The material is read out of it for re-

writing on the magnetic drum by the photoelectric process.

In recording numbers and instructions, ii longitudinal rows are punched.

In Fig.103, which gives examples of the recording of octal and decimal numbers,
these rows are numbered; on the punched tape itself, they are not numbered.

Each number or instruction is recorded in four transverse rows, each row being

between two holes at the edges of the tape (the side perforations are for en-

gaging the tape transport). The binary digits are represented by a hole at the
intersection of a row and column (code "l") or by the absence of such a hole

(code "_' ).

On the eleventh row of the punched tape, a marker symbol is punched to ___

separate the numbers, and on the tenth row various symbols are punched such as

III ll_
•• l l

i I l •

i HI

II •
IIl I I in

• l I •
• •

HI •
• il •

• I •

I I I •
ill •

• l I •
• l l •

-O2 ,_Ot,2

,25 #010

2O40_0

Fig.lOi Recording of Order on Punch Tape of
mJral-l" Computer

the minus sign, numbers and instruction symbols, and the area indication "Z" in
punching the number of the zone of the punched tape. The numbers themselves,

the instructions, and the zone n_ePs of the tape are p__nched on the remainin_
nine rows.

As on punch cards, the decimal numbers are here represented in the binary-

coded decimal system, each tetrad being punched into one of the nine rows. The
lowest-order digit of the tetrad is punched in the lowest of the four rows of

that part of the tape assigned for recording numbers, and the highest-order

digit in the top row. For example, the tetrads Olll and 1OO1, corresponding to
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the decimal numbers 7 and 9, are represented as follows on the tape:

_o aml

m l F'lO

ml _0

ml aml

The tetrad corresponding to the lowest-order digit of the decimal number

is punched on the first row and that of the highest-order digit on the ninth.

Octal numbers and instructions are punched into the tape in the binary

number system. Each triad is recorded on a separate row, beginning with the

ninth. The top row of the part of the tape reserved for write-in of the number
is not used in this case.

The instructions are represented in the same way on the tape as the octal

numbers. Figure 1OL gives an example of the punching of instructions.

Index "3"

Index "2"

- .wowa,le S,GAT _
mm n
• m

n

n| •

• | n

• | •

• g •

z

mm m
:m m
• m g m
• m m
mm •
• m •
• m
• m •
mm •
m m •
m m m
m u •

a b

Fig.105 Record of Zone Numbers on Punched Tape

a - Recording of the 7th zone; b - Recording
of the 157 th zone

The numbers of the tape zones are punched on the sixth row, and the zone

symbols and the digits 2, respectively, on the tenth and sixth rows. The maxi-

mum zone number equals the octal number 177, and in this case the highest-order

digit is punched in the "ones" row, together with the zone symbol 2. Figure 105
gives examples of punching for the 7th (a) and the 157 th (b) zones.

Thus the information carriers on punch cards and punched tapes, used for
external storage, are static devices. They do not permit a rewriting of the /196

data; information once recorded is permanently preserved. Storage facilities

of this type are characterized by practically unlimited capacity but low oper-

ating speed.
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Section 31. Dela_-L]_1_ Memor_ Units

The operating principle of a delay-line memory unit is that information

fed to one end of a line in the form of electrical pulses is propagated through

it in the form of waves at some definite finite speed and appear at the other
end of the line after a certain time. The information taken from the end of a

delay line can be transmitted again to its beginning end and can thus continu-

ously circulate in a closed loop. Besides a certain latency time, when informa-

tion moves along a delay line, distortion of the signals representing this in-

formation is also unavoidable. It is therefore necessary for the feedback loop

to include amplifying and shaping devices (Fig.106) in order to restore the

shape, amplitude, and phase of the signals.

The capacity of a delay-line MU is determined by the number of pulses N

that can be simultaneously located along the delay line

where L is the length of the line;

f is the code pulse repetition rate;

v is the velocity of propagation of the waves in the medium.

It is obvious from the above formula that it is possible to increase /197

the capacity of a delay-line MU by increasing the length of the delay line,
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increasing the code pulse repetition rate, or decreasing the velocity of propa-

gation of the pulses in the medium. An increase in the frequency f, however,
is limited not only by the critical band-pass width of the line, but also by the

operating conditions of the other units of the computer (increasing the fre-

quency f above 1 Mc encounters a number of serious technical difficulties).

Lengthening the line will increase the waiting time for the number code and

cause attenuation of the signals. Thus thc most rational method of building a

MU of sufficient capacity is to use a delay line with a low pulse-propagation
velocity.

Supersonic delay lines over which mechanical vibrations are propagated at

relatively low speed are most widely used. The materials used for the conductor

of the mechanical vibrations on ultrasonic delay lines are most often mercury -

of the liquids class - and fused quartz or quartzglass, magnesium alloys, and
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nickel-alloy wires - of the solids class. The main properties of these materi-
als which are very important for building MUare as follows: velocity of propa-
gation of ultrasound, damping of energy during propagation, temperature de-
pendenceof velocity of propagation.

Mercury delay lines were used in the first digital computers.

A mercury delay line is a metal pipe of 30 - lO0 cm length and 1 - 2 cm
diameter, filled with mercury. The ends of the pipe are closed by quartz
piezoelectric transducers, excited in thickness. The piezoelectric transducer,
closed at the intake end of the pipe, serves to convert the electrical signals
into mechanical ultrasonic vibration. A piezoelectric transducer closed at the
outlet end of the pipe serves for the inverse conversion of the ultrasonic vi-
brations into electrical oscillations. The transfer of the mechanical vibra-
tions from the quartz to the mercury and vice versa takes place with only a
small energy loss, a fact that has a favorable effect on the operation of a
mercury delay line as a memoryunit.

Fig. 107
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Block Diagram of Memory Unit with a Single
Mercury Delay Line

Figure 107 gives a structural diagram of a memory unit with a single /198
ultrasonic mercury pipe. The information for recording is fed to the input of

the memory unit in the form of a serial binary code to the gate BI, whose second
input is fed with the control write pulses CWP. The information is then passed
by the gate B_, at whose second input the sync pulses SP arrive in continuous

sequence. The gate B2 serves to restore the rectangular shape of the pulses;
if the sync pulses have the correct square shape, then the output pulses of the

gate will also have sufficiently steep leading and trailing edges, even if the
code pulses themselves were '_olurred',.

The standard pulses taken from the gate Bm are converted into radio pulses
before being fed to the delay line. This is done as follows: Pulses of carrier

frequency generated by a high-frequency oscillator arrive at a modulator, where
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+_=_r_ mod_]ated by standard pulses, amplified, and fed to the input of the
delay line. Thus "packets" of radio pulses travel from the modalator to thc
amplifier. Each such "packet" corresponds to the code "l". The use of radio
pulses instead of the standard pulses helps better to preserve the shape of the
pulses circulating in the closed loop.

The carrier frequency of the oscillator is selected to correspond to the
resonance frequency of the quartz crystals, which lies in the range of 5 to
30 Mc. The carrier frequency is usually taken ten times as high as the funda-
mental frequency of the computer. The fundamental frequency is the repetition
rate of the code pulses; in moderndigital computers with ultrasonic delay
lines, this generally is 1 Mc. Consequently, lO Mc is taken as the carrier-
frequency pulse.

By the aid of the quartz piezoelectric crystal at the input of the mercury
pipe, the '_ackets" of HF pulses of electrical voltage are transformed into
'_ackets" of high-frequency ultrasound oscillations. After the reverse con-
version, pulses of high-frequency oscillations of electrical voltage appear at
the terminal of the pipe, and are then amplified and detected. Detection yields
a bell-shape envelope of the pulses. The square shape of the pulses is restored
in the gate Bmby the aid of sync pulses. This constitutes the principle of
the circulation of information input to the gate B:.

To read out the information stored in a memoryunit, the gate Bs must be

opened by the control readout pulses (CRP) at the proper time. The numbers to
be read out are taken in serial code and fed to the output register of the

memory unit (not shown in the block diagram) whence, when required, they may be

put out in parallel code.

In order to erase the code of some number circulating in the closed loop,

the gate B4 must be cut off at the instant at which the code begins to pass
through it, by feeding the control erase pulses (C_). After a certain time,

assigned for passage of the number code through the gate B4, this gate is again

opened (by stopping the feeding of the C_P).

The velocity of propagation of ultrasound in mercury varies with the ambi-

ent temperature, so that the latency time of a mercury pipe and thus also its

capacity may vary. This may disturb the synchronism of operation of the mercury

delay lines with the other units of a computer. To accomplish synchronization,

it is either necessary to accurately regulate the temperature by means of a

special device or to regulate the frequency of the sync pulse generator in ac-

cordance with the temperature fluctuations.

As an example, we give the principal characteristics of the mercury delay-

line MU of the BESM series, which uses, as a reserve version, the following:

Pulse repetition rate in the mercury pipe (fundamental frequency),

1 Mc;
Carrier frequency from the HF oscillator, lO Mc;

Length of one tube, 93.iA cm;
Number of &O-digit numbers stored in the pipe, 16 (delay time of pipe,
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6_0 _sec);
Maxinmmw_iting time for a number code (operating period of MU),
6_0 _sec;
Numbercode selection time, hO_sec;
Nt_ber of mercury pipes in the MU, 6L (total capacity, 102& numbers).

A mercury delay-line MUhas the following drawbacks: /2OO

The MU circuit must include special devices for restoring the shape and

amplitude of the pulses after passing through the mercury pipe.

Auxiliary devices are required to eliminate the temperature dependence of

the latency time in the mercury delay line.

The speed is relatively low, due to the periodic system of information
retrieval from the unit.

Conversion of parallel number code into serial code and back again is

required, if the computer operates on numbers represented in parallel code.

M
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Fig.lC8 Magnetostriction Delay Line

These disadvantages apply not only to memory units with mercury delay

lines but also to units with delay lines of other types.

In addition to the liquid mercury delay lines, solid delay lines are in

use. These include the so-called magnetostrictive delay lines, in which the

magnetostriction effect is used for transducing the electric energy pulses into
ultrasonic vibration energy. This effect consists in a change in shape and

size of a given body on magnetization (direct effect), and also in a variation

of the magnetic flux in a ferromagnetic material in a magnetic field under
mechanical stresses (inverse effect).

A magnetostrictive delay line (Fig.lOS) consists of a rod of pure nickel

with two small coils at its ends, the exciter coil L_ and the receiver coil L_.

A current pulse fed to the exciter coil sets up two waves of mechanical stress

as a result of the direct magnetostriction effect. These waves are propagated

in opposite directions, one of them being damped by the soft-rubber terminal at
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the end of the rod, w_le _^_._o+_......4_ propagated along the rod at the speed of

sound in nickel. This wave is sensed at the opposite end of the delay line by

a receiver coil operating on the principle of inverse magnetostriction. In the

receiver coil, which is placed in the field of the permanent magnet M, the mag-

netic flux and induced emf vary under the action of the ultrasonic wave. In

this receiver coil the emf is amplified and then used for recirculation or /201

output as the code '_".

Magnetostrictive delay lines are simple and inexpensive. They have a

smaller temperature coefficient than other delay lines, i.e., the influence of

the temperature on the latency time of the line is less. The shortcoming of

such a line is that its frequency passband is narrower than that of the mercury

delay line, so that the signals circulating in the closed loop must be of longer

duration. Magnetostrictive delay lines do not permit operation at frequencies
above 500- 7OO kc.

Electromagnetic delay lines are of three main types: waveguide, long

electric line with distributed parameters, and long artificial line with lumped

parameters. All these lines have the same shortcoming: They can be effective-

ly utilized in digital computers as memory units only at pulse repetition rates
considerably higher than 1 Mc. For this reason, they are not being used in

computers.

Section 32. Memory Units Based on Cathode-Ray Tubes

Digital computers with cathode-ray tubes (crt) are used as the working

memory in digital computers. Such MU are very fast, having a circulation time
of only a few microseconds with random access to any cell of the MU.

Almost all cumulative crt are based on the so-called potential relief on

dielectric screens due to secondary-electron emission. Each digit of a number

is represented as a positive or negative electric charge formed on a definite
area of the tube screen when it is irradiated by an electron beam. The material

of the screen is not a perfect dielectric, and the charge gradually leaks away.

This makes it necessary to regenerate the information in order to preserve the

charges that represent the data, so that the charges are continually being
renewed.

When crt memory units are used, the parallel system of writing and reading

the number codes is employed. Each tube is used to store a single digit of all
the numbers to be recorded and the number of tubes is determined by the number

of digits in the numbers. All the tubes can be simultaneously controlled by a

single _+_i _uit.

In all, 512-A096 codes, or even more, can be stored on the screen of one
tube.

Three main types of crt with static storage of the charges are used in 2_

an electrostatic MU: tubes with a delay or barrier grid, known as potentio-

scopes; tubes with surface redistribution of charges; and tubes of the selec-
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tron type with a supporting beam.

All these tubes are constructed on different principles, but all utilize
the variation of the potential of a dielectric screen under irradiation by an
electron beam.

.. _7\e_ ,8

Fig.lO9 Potentioscope

1 - Glass bulb; 2 - Cathode; 3 - Electron gun;

A - Modulating grid; 5 - Deflecting plates;
6 - Collector; 7 - Barrier grid; 8 - Signal

plate (anode); 9 - Dielectric (screen)

The Soviet BESM and "Strela" computers use potentioscopes for the working

memory, while the M-2 computer uses tubes with surface charge redistribution.
The latter are widely used in digital computers in other countries, where they
are known as Williams tubes.

Let us consider the design and operation of a potentioscope.

The potentioscope (Fig.109) consists of the glass bulb l, the cathode 2,

the electron gun 3, the modulating grid (modulator) A, the deflecting plates 5,

the collector 6, the carrier grid 7, the signal plate (anode) 8, and the di-
electric (screen) 9.

The electron gun is used to produce a narrow pencil of electrons (electron

beam); the deflecting system, consisting of two pairs of deflecting plates,

and the bulb are the same as in the ordinary oscillograph crt.

The electron beam is unblocked and blocked by means of the modulator. The

deflecting plates direct the beam to the assigned area of the screen. The

screen of the tube is a thin metal plate with a dielectric layer coating on the

side facing the collector. The signal plate is usually made of aluminum and
the dielectric of aluminum oxide.

The collector is an electrode applied in the form of a coating to the inner

surface of the glass bulb. This collector traps the secondary electrons knocked

out of the dielectric by the primary electrons and also corrects the reflected

scattered primary electrons. It has an output contact to which the potential,

necessary for establishing the required electrostatic field potential inside the
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tube, is aoDlied.

The barrier grid, which is usually grounded, also traps the secondary /203
electrons knocked out of the dielectric. This helps to decrease the "seeding"

of secondary electrons on the adjacent cells or spots of the dielectric.

The signal plate controls the writing, for which purpose signals of defi-

nite polarity are fed to it through its output contact. The pulses are taken

off the same plate during reading. Depending on the operating regime, a zero

potential (for reading), a positive potential (for writing the code l) or a

negative potential (for writing the code O) may be impressed on the signal

plate.

The dielectric forms the screen struck by the electron beam. On incidence
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Fig.llO Arrangement of Elementary Cells of a

Cathode-Ray Tube Dielectric Memory

of the beam on the various elementary areas of the dielectric surface, these

spots become charged to a certain potential, i.e., they play the role of memory

spots in the potentioscope. The dielectric screen and the signal plate form

the two plates of a capacitor, consisting of a large number of individual ele-

mentary capacitors each serving to store one binary digit.

On the surface of the dielectric, the memory spots or cells form a network
of vertical and horizontal lines: columns and rows. Figure llO shows the ar-

rangement of the memory cells on the dielectric of the crt of the BESM computer.

The memory cells form 32 rows and 32 columns, making 32 x 32 = 102A cells. The

"Strela" computer has 6& columns and 32rows, making 20&8 memory cells.

Each cell has its own address, consisting of the numbers of its row and

column. The potential impressed on the deflecting plate to direct the electron

beam to the _quired memory ce!! deper_s on the address of the cell. When a

number is recorded, the same potentials are impressed simultaneously on the de-
flecting cells of all tubes of the memory unit, so that the digits of the num-

ber to be recorded are put into the cells with the same row and column numbers
in all the tubes. These numbers constitute the address of a number recorded in

the memory unit.
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During writing or reading of numbers, the electron beamdoes not sweepthe
screen continuously. It stops at definite time intervals by feeding pulses of
positive polarity to the modulating grid, thus opening the path for the elec-
tron beam. Normally the electron beamis blocked by a large negative bias fed
to the modulating grid.

Let us consider the physical principles of the operation of a crt --"_.h
delay grid.

The operation of a potentioscope-type cathode-ray tube is based on ,the /20A
formation of a potential relief on the dielectric surface, as a result of the
secondary emission of electrons knocked out of the irradiated cells of the di-

electric by the electron beam.
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Fig.lll Relation between Coefficient of Secondary
Emission and Screen Potential

It has been found that an elementary area of the target - the dielectric
screen in a high vacuum- when irradiated by an electron beam, acquires a

certain equilibriumpotential whose value for a given target material is de-

termined by the secondary emission coefficient _. This in turn depends on the

energy of the electrons bombarding the target, i.e., on the potential of the
electric field accelerating the primary electrons.

The secondary emission coefficient c is the ratio of the number of second-

ary electrons knocked out of the target by an electron beam to the number of

primary electrons impinging on the target. Figure lll gives a curve showing

the relation between the secondary emission coefficient and the screen poten-
tial Us.

The segment AB of the curve represents the case where the screen potential
is below the cathode potential. Here, all the primary electrons are reflected

by the screen and are attracted by the collector, so that the secondary emission

coefficient is unity. As shown in Fig.lll, the equality c = 1 persists at

practically all values of the screen potential less than the cathode potential.
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With further increase in the screen potential, the secondary emission
/._ _ J- "r_ t"1

coefficient drops below unity and decreases almost to zero _ne _iL_1_ _ of

the curve). In this case, the screen potential is only slightly higher than

the cathode potential. Consequently, the energy of the primary electrons im-

pinging on the screen is insufficient to knock out an appreciable number of

secondary electrons. In this case, however, the screen potential is sufficient

to retain the primary electrons on the screen itself. A further rise in the

screen potential leads to an increase in the energy of the primary electrons

and in the number of secondary electrons produced. The secondary emission co-
efficient thus increases and may become substantially greater than unity (seg-

ment CDE of the curve ).

Finally, when the screen potential increases still more, there is a /205

sharp fall in the secondary emission coefficient to zero (segment EFG of the

curve). This is explained by the fact that, as the positive potential of the

screen increases, the energy necessary for detachment of the secondary elec-
trons also increases (the electrons are knocked out of deeper layers) and a re-

tarding force appears, preventing the increase in the number of secondary elec-

trons knocked out. Moreover, if the screen potential is close to the grid po-

tential or even exceeds it, the field established between the screen and the

grid will still further increase the energy required for the detachment of

secondary electrons.

It should be remembered that, on irradiation of the screen, its potential

remains constant only for c = 1. If the number of primary electrons impinging

on the screen is greater than the number of secondary electrons knocked out of

the screen, i.e., if c < l, the screen accumulates a negative charge and its

potential decreases continuously. On the other hand, if _ > l, the screen loses

negative charge and its potential increases continuously.

The curve in Fig.lll has three points (B, D, F) at which a = 1 (we exclude

the segment AB, which is ordinarily not utilized). However, the point D is a

point of _ustable equilibrium, since even the smallest random deviation from it

either decreases or increases the screen potential. In fact, if under the

action of stray factors of some kind the screen potential becomes somewhat

greater than the critical Uer , i.e., the potential corresponding to the unstable
point D, then the speed of the primary electrons, and consequently the number

of secondary electrons knocked out, will increase. The secondary emission co-

efficient will become greater than unity. This, in turn, will lead to an in-

crease in the screen potential and to a still greater acceleration of primary
electrons. The coefficient _ will continue to increase and so on. By similar

reasoning, it can be readily shown that, on any random deviation from the

point D to the other side, the screen potential will continuously decrease.

_s a point _e _t=h]A e_!ilibrium_ or the equilibrium point, to

which corresponds the equilibrium potential U,. If, at the beginning of irradi-
ation of some area of the screen, its potential was somewhat greater or some-

what smaller than the equilibriumpotential, it will become equal to the equi-

libriumpotential within a short time. This motion toward a stable state is

symbolically shown by the arrows. The property of an irradiated area of the

screen to pass spontaneously to the equilibrium potential is utilized for
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writing data on the screen.

Thus, when an electron beamirradiates a screen with a potential above the
cathode potential, there are only two stable states of the screen potential:
the potential equal to the cathode potential, and the equilibrium potential.
The critical potential separates the two fundamentally different regions of /206

values of the screen potential: If U, < Ucr , then, on irradiation, the screen

will take the cathode potential, but if U, > Ucr , then on irradiation, the
screen will take the equilibrium potential.

In the general case, the domain of the stable state into which an irradi-

ated area of the screen is to pass, can be assigned by the variation of three

parameters: screen potential, grid potential, and cathode potential. A screen

potential Us higher than the critical potential is usually employed in potentio-

scopes. In consequence, an area assumes the equilibriumpotential on irradia-

tion. The potentials of the cathode and grid are held constant, while the ex-

ternal write pulses are fed to the signal plate. Consequently, the operation

of the tube makes use of the mechanism that returns the irradiated part of the

screen to the equilibrium state as soon as the screen deviates from the equili-

brium potential on account of the external pulses.

In potentioscopes, the grid is usu_ly at zero potential, i.e., U_ = O.
The use of a grid located in the immediate proximity of the screen (grld-to-

screen distance about 0.2 mm) not only decreases the "seeding" or spilling of

secondary spurious electrons on the adjoining cells of the screen, but also

gives a sharper variation of the secondary emission coefficient on the EFG seg-

ment of the curve (Fig.ill). For this reason, practically, Ue _ Us.

Let us consider the character of the variation in potential of the irradi-

ated area of the screen when the codes "l" and "_' are written. If no writing

takes place, the potential of the signal plate is zero. In writing the code

"l", a positive voltage pulse (relative to the grid) is fed to the si_nsl plate;
this pulse has the amplitude +U, which increases the potential of the dielectric

and plate. The electron beam, directed toward the area of the screen selected

for writing, drops in potential to the equilibriumpotential, i.e., to zero.
The other elements of the screen are at a potential +U. After removal of the

positive voltage from the signal plate and simultaneous extinction of the elec-

tron beam, which is blocked by the modulating grid, the screen potential falls

by the value of the amplitude of the write pulse. Here the potential of the
area of the dielectric in which the code "l" is written is lower than the zero

potential by the value of U, and the potentials of the other areas are zero.

Consequently, after removal of the positive voltage from the signal plate, the

elementary capacitor between the irradiated area of the dielectric and the sig-

nal plate is negatively charged with respect to the grid.

In writing the code "_', the opposite picture is observed. A negative

voltage pulse of amplitude -U is impressed on the signal plate, decreasing the
potential of the screen. The potential of the screen area on which the code "_'

is written increases to the equilibrium level under the action of the electron

beam. After removal of the negative voltage from the plate and cessation of

the action of the electron beam, the screen potential becomes zero, while the
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potential of the area in which the code "0" is written is hi_her than zero /_n_--

by bh_ quantity U. Consequently, after removal of the negative voltage from

the plate, the elementary capacitor between the area of the dielectric that has

been irradiated and the signal plate is now charged positively with respect to
the grid.

Y

Dielectric

Fig.ll2 Distribution of Charges in the Elementary

Memory Cell of a Potentioscope on Storage
of the Code "l"

During reading, no pulses are fed to the signal plate. Depending on the

address of the cell of the screen from which the information is to be read, a

voltage is impressed on the deflecting plates that will deflect the electron

beam to the required spot on the screen. The beam is unblocked by feeding a

positive voltage pulse to the modulating grid.

If the code "l" was written in the memory cell, then the charges of the

elementary capacitor formed by that part of the dielectric and the signal plate

are distributed as shown in Fig.ll2. At the instant of irradiation, the ele-

mentary capacitor is discharged, the negative charge of that part of the di-

electric is decreased on account of leakage of the secondary electrons, with a

corresponding fall in the positive charge on the signal plate. This latter

phenomenon means that the discharge current id passes through the resistor R.

The current id forms the voltage drop idR across the resistor R; this voltage

drop is applied to the amplifier grid. Consequently, in reading the code "l"

a positive pulse arises at the output.

If the code "0" was written in a memory cell, then a negative voltage pulse
is taken off the resistor R on irradiation.

Thus during reading the code stored in a given cell is erased. This means

that reading must be accompanied by regeneration or rewriting.

If, after the storage of infoi_bion on the dielectric screen of the tube,

one does not address it, then the charge pattern of the screen can be maintained

without significant distortion for several tens of minutes. In fact, the dis-

charge time constant of memory cells, due to galvanic leakage, is usually a few

tens of minutes. In the tube, however, there is a spill or "seeding" of the

given cell by secondary electrons when information is written into, or read

from, neighboring cells. Although this phenomenon is considerably weakened by
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the nearness of the grid, the weakening can still be appreciable, even going as
far as changing the sign of the signal read out from a given cell, in the event
that there is a considerable numberof addresses to the adjacent cells. The
"spill" varies for various types of address to the cell, being most intense
whenthe code '_" is repeatedly recorded.
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Fig.ll3 Block Diagram of Electrostatic Memory Unit of a

BESM Computer for One Digit of the Numbers to be Stored

Another cause for interference with the recorded information is the /208

"drift" of the voltages feeding the cathode-ray tube, as a result of which the

position of the beam on the surface of the dielectric during the reading pro-

cess is displaced relative to its position during the writing process. Stabili-

zation of the voltages fed to the tube will decrease this phenomena but will
not completely eliminate it.

All this necessitates constant regeneration and restoration of the recormed

information. This is done in the intervals between addresses to the memory

unit, when the memory module is not required either to give out or receive num-

bers. The electron beam renews the charge pattern of the dielectric every

0.05 sec, whereas an appreciable distortion of the pattern, even in the worst
case, takes place only after 0.2 sec.

Figure ll3 is a simplified block diagram of the electrostatic memory unit
of a BESM computer for a single digit of the stored numbers.

The unit contains the following elements:

1. A potentioscope with the signal plate SiP, the grid G,, the modulator MG

2OO
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which controls the unblocking of the beam, and the deflecting plates _long the

x and y axes, on which the voltages Ux and Uy are impressed.

2. The neutralization bridge NB, which serves to eliminate overloading /209
("clogging") of the read amplifiers A by the read pulses.

In recording or restoring the original writing, a voltage of the order of

lO v is impressed on the signal plate. This voltage, which is several thousand

times as great as the useful working signal, also arrives at the input of the

read amplifier and there charges its working and stray capacitances. As a

result, the amplifier loses sensitivity and, on arrival of the working signal

at its input, is no longer able to produce the appropriate pulse at the output.

Without special measures, the restoration time for the working state of the

amplifier, i.e., the time for discharge of the stray and working capacitances,

is considerable (about 200 _sec), which limits the operating speed of the memory

unit. This time is shortened to 2 psec or less by using a neutralization

bridge, which attenuates the write pulse by a factor of over a thousand and

brings its amplitude to the same order as the amplitude of the working readout
pulse, so that the memory unit now operates on its frequency of 80 kc.

3. The readout amplifier A, serving to amplify the read signals.

i. The read gate Bin, which selects the signal to be read.

5. The write gate B_, on which the signals to be recorded arrive over the
code bus.

6. The flip-flop T which serves to record and regenerate the codes "l"
and "0".

7. The cathode followers CF-A and CF-5 with a common load, which are used
for recording and regenerating the code "(_'and operate as a coincidence cir-
cuit.

8. The write cathode followers CF-1, CF-2, CF-3 with the buffer diodes D I
and D_, which serve to separate the write channels for 0 and 1.

9. _ code output gate Bs, designed to put out a pulse on the code bus if
the code ':l"had been stored in the cell to be read.

lO. The shaper Sh to power-amplify the pulse corresponding to the code '_".

Let us consider the operation of the unit during writing, reading, and re-
generation of the codes "l" and "0".

In writing a "l", the code pulse"l" arrives over the code bus CB I at the
input of the gate BI. Simultaneously, the second input of this gate is fed

with the pulse "write l". A signal of negative polarity from the output of the

gate B_ arrives at the grid of the right-hand tube of the flip-flop and sets it

into the position of the code "l". The high potential taken off the right-hand

output of the flip-flop passes through the cathode follower CF-2, the separating
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diode D_, the cathode follower CF-3 and the neutralization bridge NB to the 2_
signal plate of the potentioscope. By this time the electron beam has already

been directed to the required cell of the screen: At first, in accordance with

the address of the number written into all the tubes of the memory unit, the

voltages Ux and U_ are fed to the deflecting plates and then, 2.5 _sec later,

a positive pulse of 6.5 _sec duration is fed to the modulating grid, unblocking
the electron beam. This is the manner in which the code 'Nl" is recorded.

One microsecond after the end of the pulse, the reset pulse CO is fed to

the modulating grid, resetting the flip-flop to its original position O.

When the code "0" is recorded, no pulse arrives on the code bus, and conse-
quently the flip-flop remains in position O. The low potential from the right-

hand output of the flip-flop travels to the cathode follower CF-A. A negative

voltage pulse '_Tite O" is now fed to this cathode follower, so that a low po-

tential is formed across the con_non load of the cathode followers CF-A and CF-5;

this pulse moves to the signal plate across the cathode follower CF-1, the
diode DI, the cathode follower CF-3, and the neutralization bridge NB. Since

the beam is already directed to the required cell of the screen, as it is when
the code "l" is being recorded, the code "_' is now written.

In reading the recorded code, the beam is directed by the assigned address

to a cell or spot of the screen. If the code 1 is recorded in that cell, a

positive pulse is formed across the load of the signal plate (neutralization

bridge) and, after amplification, is fed to the control grid of the gate Bin.

Simultaneously, the positive pulse "read l" is fed to the other grid of that

gate. The negative pulse arising at the output of the gate B_ switches the

flip-flop to the position of the code 1. The high potential is fed from the

output of the flip-flop to the signal plate in order to restore the original

writing. This potential also arrives at the gate Bs, to whose second input

the signal "read l" is fed. The negative pulse from the gate Bs arrives at the

pulse shaper, causing the positive pulse of the code 1 to arrive at the output

of the shaper; this pulse is then fed over the code bus CBm to the other units

of the computer. Within 1 _sec after blocking of the beam, the flip-flop is

switched to the zero position by the pulse U"O".

If the code 0 is written in this cell of the screen, then a negative pulse

arises across the load of the signal plate and, after amplification, _rives

at the control grid of the gate Bin. Despite the fact that the pulse 'read l"

is also fed in this case, there is no negative pulse at the output of the

gate Bz, so that the flip-flop remains in the zero position. Consequently, a

low potential is fed to the cathode follower CF-A. Since the negative pulse

'h_rlte 0" is fed to the cathode follower CF-5, a low potential is obtained /2]I

across the common load of the cathode followers CF-A and CF-5 and then, by the

above route, arrives at the signal plate to regenerate the original writing of

the code O. At the output of the circuit, in reading out the code O, there is
no signal.

In the case of regeneration of the written code, the memory unit operates

as it does for the readout except that the pulse "read l" is not fed to the

input of the gate B s so that no signals arrive on the code bus CBm. In all
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operating regimes of the unit, the signals '%_rite O" and U"_' are fed continu-
ously at a defil.;_e zepubition rate. The signal i_read I" is fed at the same

frequency for readout and regeneration.

The principal technical parameters of the potentioscope used in memory
units are as follows:

The number of memory cells on the screen of the tube may be as high as a
total of &096.

The time for charging or discharging a memory cell is about 1 _sec.

The amplitude of the working signal taken off the signal plate is approxi-

mately O.5 my.

The sensitivity to deflection of the beam is 0.35 ram/volt.

The maximum number of accesses to a memory cell without regeneration of
all the recorded information is &O0- 500.

Potentioscopes have several basic drawbacks. The main disadvantages in-
clude:

1. To direct the electron beam, voltages of absolutely definite magnitude

mnst be fed to the deflecting plates of the tube. Consequently, the cell of
the memory unit is selected by a quantitative criterion (by the magnitude of the

deflecting voltages) while all other units of the computer operate on the quali-

tative principle (presence or absence of a signal), which results in greater

reliability of operation. Moreover, the use of a quantitative criterion makes

it necessary to stipulate strict requirements as to stability of the power

supply.

2. The duration of storage of recorded information is insufficient, so

that a recording must frequently be regenerated which is inconvenient during

practical operation and complicates the circuit of the memory unit.

3. Readout will erase the information in a memory cell, necessitating its

regeneration.

The large dimensions of potentioscopes and their complex control circuits

makes the entire memory unit bulky and intricate. Potentioscopes also have a

short life (lOOO - 2000 hrs) and are expensive. Nevertheless, potentioscopes

are used in high-speed computers on account of their high speed.

Section 33. Magnetic-Drum and Magnetic-Tape Memory Units

Ph[sical principles of magnetic recording. The principle of magnetic
writing of the codes of binary digits has lately been used in memory units

based on magnetic drums and magnetic tape. Until then, only magnetic sound

recording b_d been in use. The practical experience gained in this field was
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utilized to build the memory units of digital computers.

The widespread use of magnetic recording in MU systems has been due to a

number of advantageous properties:

Large capacity at relatively small dimensions of the memory unit.

Possibility of repeated use of the recording track by erasing the

previous recording.

Unlimited storage of the recorded information without distortion.

Relatively high speed of writing and reproduction of information.

Magnetic recording is based on the property exhibited by many paramagnetic

materials of retaining their intensity of magnetization after having been sub-

Jected to the action of an external magnetic field.

The ferromagnetic materials used for recording, and therefore called in-

formation carriers, may have two senses of magnetization and consequently pos-

sess two states of remanence. One of them is characterized by the point B r of

the hysteresis loop, and the other by the point -B r (see Fig.19). The demagnet-

ized state of an information carrier is characterized by the point 0 of the

hysteresis loop. Any of these three states may serve as the initial state for
signal writing.

The information carrier used is a plastic-binder coating of lO - 30 p in

thickness and containing minute particles of ferromagnetic powder in dispersion.

This coating is applied on a tape or on a cylindrical base (magnetic drum).

The ferromagnetic powder consists of small crystals of ferric oxide Fe_O3.

Electroplated coatings have recently been used as information carriers,

specifically a coating of 80% cobalt and 20% nickel deposited onto the surface

of the drum in a layer 7 - 15 _ thick.

The magnetic field by means of which the information is recorded, is

established by the magnetic write heads. Magnetic annular heads are mostly

used (Fig.llA). Such a head consists of an electromagnet with an annular core

of thin insulated ferromagnetic plates.

The core has two gaps. The back air gap improves efficiency and lowers

the overall remanent magnetization of the core. The front gap, several tens
of microns wide, faces the information carrier. The distance between the

core and the carrier is of the order of 20 - 50 _ (in a magnetic-drumMU).

When current flows through the winding of the head, a magnetic flux is

established in its core and is closed through the gaps of the core and partially

through the ferromagnetic coating. After the current ceases to flow, a magnet-

ized region persists in the magnetic layer on account of the remanence. This

region represents amagnetic dipole (a small-size magnet). Its polarity depends

on the sense of the magnetic flux which, in turn, is determined by the sense of
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the current in the winding of the head.

The winding of the magnetic head shown in Fig.llA has a grounded center

tap. If an electric signal is fed to the input p, current will flow through

the left half-winding of the head, and a magnetic dipole of like polarity,

corresponding to the code i, is formed on the information carrier. When a sig-

nal is fed to the input q, a magnetic dipole of opposite polarity, correspond-
ing to the code O, is formed instead.

PJ !

In formotion
carrxer

Fig.llA Magnetic Head

If the information carrier is displaced at a certain constant speed with

respect to the head and if current of a certain frequency is passed through

the windings, then the magnetic dipoles, arranged in tandem, will form a mag-
netic track.

Longitudinal and transverse recording densities are distinguished. Longi-

tudinal density is the number of code pulses recorded along the carrier (along

the magnetic track), which can be entered on i mmof its length. By definition:

where L,_ is the distance between the axes of adjacent dipoles, corresponding
to the code pulses, i.e., the recording spacing.

The upper limit of longitudinal recording density of code pulses is given

by the mutual influence of the fields of adjacent magnetic dipoles, which be-

gins to have an effect at a recording spacing at a smaller length of the di-

poles 4,9 < &d, i.e., in overlap recording. The mutual interference of adjacent

dipoles of a carrier distorts the shape and decreases the amplitude of the sig-

nal to be readout. Nevertheless, overlap _e_'rl_g is _+_11 beLug ..... _._

it yields high longitudinal density. The degree of overlap is so arranged that

the distortions have no substantial effect on the accuracy of the signals being

reproduced. Presently obtainable longitudinal recording density is lO to
15 pulses/mm.

Transverse recording density is the number of magnetic tracks that can
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be entered on one full width of the information carrier. The limit in trans-

verse density is given by the thickness of the magnetic head. The distance
between the tracks is 1 - 3 mm.

The signals written on the information carrier are reproduced by means of

the reproducing or read head. The design of such a head is similar to that of

the write head. The same head is sometimes used for both writing and reading.

The ferromagnetic coating with the information recorded in the form of magnetic

dipoles of one or the other polarity is displaced relative to the read head.

Part of the magnetic flux of the elementary magnet (dipole) in the immediate

vicinity of the gap of the core of the head, is closed through this core. The

time rate-of-change of the magnetic flux caused by the motion of the informa-

tion carrier induces, in the winding of the read head, an emf proportional to

the number of turns of the winding and the time rate-of-change of the flux.
This emf is the signal characterizing one bit.

The amplitude of this signal in reading usually does not exceed a few

milllvolts and depends not only on the speed of the information carrier but

also on the recording density. This is due to the interaction of the fields of

adjacent magnetic dipoles. With increasing density, the amplitude of the sig-
nal decreases.

The process of reproduction causes additional distortions of the shape of

the recorded signal and, in particular, increases the duration of the read

pulses. This is due to the fact that the magnetic flux in the read head is

produced not only by the dipole passing under the front gap of the head at a

given instant but also by the adjacent dipoles remote from the gap.

The magnetic coupling between the ferromagnetic layer and the heads is

stronger if the poles of the head are in contact with the layer, i.e., if the

information is written and read by contact. In this case, pulses of higher

frequency can be written and _ead than if there is a gap between the heads and

the ferromagnetic layer. However, the on-contact method of recording can be

used only at low linear speeds of the information carrier, for example in a

magnetic-tape MU where the tape speed is usually not more than 2.5 m/sec. At

higher linear speeds of the information carrier, the on-contact method is in-

applicable since the head and the magnetic layer rapidly wear out and break

down. In a magnetic-drum MU, a no-contact method for write and read is used,

since the linear speed of the drum surface relative to the head may be as high

as i00 m/sec.

Magnetic recording consists of three processes: erasing, writing, and
reading (reproduction).

Erasing is necessary in order to destroy the data previously recorded /215

and return the information carrier to its original state in which new informa-

tion can be recorded. For erasing, the information carrier is either completely

saturated or completely demagnetized. Accordingly, there are two systems of

recording data in existence: by remagnetization and by demagnetization.

In the remagnetization write system, the information carrier is first uni-
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formly magnetized to saturation in one direction. When recording a zero, the

corresponding areas of the information carrier are magnetized in the same di-
rection by current pulses in the winding of the head, so that the state of the

@lw II I01I I

i Vi ---'

cI.±.
I I
I I

Fig.ll5 Graphs of Variation of _, e, and u e for
the Remagnetization System of Recording

magnetic coating does not change in these regions. In recording a one, the

current will flow through the winding in the opposite sense so that the mag-

netic coating is magnetized to saturation in the opposite sense, i.e., its

state of magnetization is reversed. Consequently, in using a remagnetization

system of recording, the information carrier can have only two states of satu-

ration, positive and negative. Such systems are therefore termed two-level

recording systems.

In reading, the field of the elementary magnets moving at a definite speed

with respect to the read head, is closed through the core. Figure llSa is a

graph of the time rate-of-change of the magnetic flux in the core. The distance

between the adjacent vertical broken lines indicates the time interval required

for recording one bit. The figure corresponds to the case where a code sequence

l, l, O, 1 passes the head.

The emf induced in the winding of the read head varies in direct propor-

tion to the time rate-of-change of the magnetic flux (Fig.llSb). The curve

e = f(t) is steepest in the region where the flux _ is close to the maximum.

From the winding of the head the voltage travels to an amplifier in which one

of the interstage connections contains an RC filter with a small time constant.

As a result of differentiation at the output, the curve ue shown in Fig.llSc is
obtained. A clipper clips the unhatched part of the curve so that only pulses

corresponding to the code "l" remain at the output.

Complete saturation of the information carrier is effected by the permanent

magnetic field produced by the erase head, which latter may be an electromagnet

with its winding fed by DC or else a permanent magnet.

This recording system is more reliable than a demagnetization system

and operates at higher speed. In addition, such a system can use the same head

for writing, reading, and erasing. This explains the predominant use of the
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remagnetization recording system.

In a demagnetization recording system, the information carrier maybe
either in two states of magnetization (zero and positive or zero and negative)
or three states (zero, positive, and negative). In the former case, the magnet-
ized area of the information carrier corresponds to the code l, and the unmag-
netized area to the code O.
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Fig.ll6 Graphs of Variation of _, e, and ue for a
Demagnetization System of Recording

Figure ll6 shows curves for the magnetic flux, the emf in the windings of

the read head, and the pulses of code 1 at the amplifier output. In the latter
case (sometimes called three-level recording), the code 1 is recorded by mag-

netizing an elementary area of the information carrier in one direction, and

the code 0 by magnetizing it in the opposite direction. The demagnetized areas

indicate the absence of information at these points. At the output, a pulse of

one polarity corresponds to the code 1 and a pulse of the opposite polarity to

the code 0. In both cases, the information carrier is first demagnetized.

Demagnetization to erase the information is accon_olished by an alternating

magnetic field induced by an HF alternating current flowing through the winding

of the erase head. The magnetic flux, in the form of damping pulses of high

frequency is closed through the gap of the core of the head and partially

through the magnetized elementary area of the information carrier. As a result,

the elementary area is demagnetized to zero.

The demagnetization system of recording requires more equipment per unit

MU capacity. The adjustment of such a unit involves considerable trouble, and

the write and read rate is low. The erasing of recorded information here is

also much more complicated than in the magnetic-reversal recording system.

These recording systems use the so-called return method of recording. Two

adjacent magnetic dipoles, representing the code 1 and located on a single car-

rier track, are separated either by a demagnetized area (in writing systems

with demagnetization) or by an area of opposite magnetic polarity (in writing

systems withmagnetic reversal). Recording systems with magnetic reversal /217

also use writing without intervals or, as it is also called, nonreturn-to-zero
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recording (NRZ). In such nonreturn recording, the magnetic state of the track

rpverses o._!y on _o_6_ from code i _o code O, or vice versa. Nonreturn re-

cording gives a greater recording density than return-to-zero recording.

Magnetic-drum memor_ unit. A magnetic drum is a cylinder made of diamag-
netic metal, usually of aluminum or an aluminum alloy, with a ferromagnetic
coating.

The drum is usually lO - 30 cm in diameter, but sometimes as much as 80 cm.

According to the character of the data distribution on the drum surface,
we distinguish parallel MU (BESM, M-3, etc.), serial MU and parallel-serial MU

('_Jral-l" etc. ). In a parallel-operation MU, each magnetic track along the

circumference on the lateral surface of the drum is allotted to storage of the

digits of one place of all the numbers stored. For this reason, all digits of

a single number are positioned on the generatrix of the drum. As many numbers
can be stored on a drum as there are magnetic dipoles on a single track over
the drum circumference.

If the magnetic drum is used as a serial memory unit, each number is
placed serially on one track, digit by digit. Each track has several numbers.

The surface of the magnetic drum of the '_Jral-l" computer, which uses the

parallel-serial system of data location, is divided into five zones, one of

which is free while the others carry numbers and instructions. Each 36-digit
number is recorded in all four zones, nine digits in each zone. The number is

recorded in a single revolution of the drum in four stages, the nine highest-
order locations of the number being recorded first, and the nine lowest-order
last.

The capacity of a magnetic drum is determined by the area of its lateral

surface and the recording density. The recording density, in turn, is deter-

mined, on the one hand, by the mutual spacing of the dipoles on the drum and,

on the other hand, by the distance between the axes of adjacent tracks. The

recording density along the tracks on drums may be 30 and even LO symbols per
cm, and 5 - 8 tracks can be placed on 1 cm of length of a drum. The maximum
capacity of a drum is 1.5 - 2 million bits.

The lateral surface of a drum may be increased in order to increase the /218
capacity, by increasing its diameter or length. The increase in drum diameter

is limited by design considerations. Moreover, at a given code pulse repetition

rate and a given linear drum speed, the memory access time also increases.

With increasing drum length, the an_unt of hardware also increases, since

more read and write heads are required. A substantial saving _n ha_'are, how-

ever, can be effected by building the heads in the form of a block which,
traveling along the generatrix of the drum, occupies one of several possible

positions. For example, in one of the British computers, the data are recorded

on, and read from, 256 tracks of the drum by means of only 16 heads. The heads
travel to any of 16 positions within 25 _sec. This saves 80% of the MU ele-

ments, with an increase of only 10% in the access time.
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Consider the process of control of the reading and writing of numbers when

the magnetic drum is used as a parallel store. Figure 117 gives a circuit of

the control loops for writing and reading information from the drum. To simpli-

fy the circuit, we show only one head HI with the corresponding elements used
for writing and reading one digit of all the numbers to be recorded.

The head Hs is the read head and is placed above a track with previously

recorded sync pulses. To each such pulse corresponds the code of a number
written along the generatrix of the drum.

The numbers stored on the drum are serially numbered in increasing order,

beginning at the origin of reference. The serial number is its address, which
is defined by the number of sync pulses applied to the circumference of the

drum, beginning with the origin of reference and ending at the position where
the number in question is written. For convenience in representing the wind-

ings on the wiring diagram, the magnetic heads are turned 90% relative to their
true position.

When a number is read from the drum, its address is fed to the address

code bus CBA on the receiving register of the address, which has previously

been set to zero position by the pulse U"O". On rotation of the drum, the sync

pulses are read by the head Hs and are then amplified, shaped, and fed to the

pulse counter. The counter counts continuously, regardless of whether there

is a writing (reading) on the drum or not. In the address comparator, the

codes of the numbers to be recorded in the counter are compared with the ad-

dress codes in the receiving register. If the codes agree, the address com-
parator sends a pulse to the coincidence circuits AND-2 and AND-I.

The pulse is passed only by the circuit AND-2 to whose second input the

"read" signal is fed. The signal from the AND-2 circuit prepares the AND-5

circuit to transmit the code. The pulse read by the head H_, corresponding

to the code 1 or 0 of one of the digits of the selected number, is therefore
passed, after amplification, by the AND-5 circuit and arrives at the code
bus CB.

For writing a number, the circuit operates similarly. The address of the

position where the number is to be written is likewise fed to the receiving
address register and is compared with the code of the numbers on the counter.

When the codes agree, the coincidence circuit AND-I is unblocked and is fed

with the signal _rite". Depending on the value of the given digit of the

number being recorded, a high-level signal is fed from the flip-flop TI to the
circuit AND-3 or AND-L. Since a pulse from the coincidence circuit AND-I

arrives simultaneously at these circuits, the signal from the flip-flop passes

through one of the windings of the head HI. In this case, the system of mag-
netic reversal recording is used, i.e., in writing the code I the elementary

area of the magnetic coating of the drum is magnetized in one sense, while in
recording the code 0 it is magnetized in the opposite sense. To obtain the

currents of opposite senses, the head is provided with two windings having a /220
grounded center tap.

In recording new information on a magnetic drum, it is not necessary to
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erase the nld..............d_ _ *_o -_* ......pulse, .._. i_ o£ rather high value, will

magnetize the magnetic coating in one sense or the other, regardles s of what
was recorded on it before.
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Figure 118 is a circuit diagram of the write and read amplifier of the

magnetic-drum memory of the M-3 computer. The magnetic head has a write wind-

ing and a read winding which are, respectively, connected to the write ampli-
fier (6N8 tube) or the read amplifier (6P9 and 6ZhA tubes) to the flip-flop of

the appropriate digit of the register in the arithmetic unit.

Voltage from the cathode followers of the flip-flop in the AU register is

fed to the grid of each triode of the tube 6N8. In addition, a positive write

pulse arrives at both grids of the write amplifier. The circuit parameters and

the pulse amplitude are so selected that the pulse will pass to one triode or

the other, according to the state o£ the fliu-flop of th_ AT1_g4 =+=_. T_ for

example, the flip-flop is in state l, then a high potential (about 200 v) is

fed to the grid of the right-hand triodes of 6N8, and a low potential (95 to

lO0 v) to the grid of the left-hand triode. The write pulse passes through the

right-hand triode of 6N8.

The plate circuit of both triodes of the write amplifier includes a push-

pull stepdown transformer Trz, with a secondary winding directly connected to
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the write winding of the magnetic head. When the code I is being recorded,
current flows in one direction in the write winding of the magnetic head and

in the opposite direction to write the code O.
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Fig.ll8 Circuit Diagram of Write and Read Amplifier

in the Magnetic-Drum MU of the M-3 Computer

The read winding of the magnetic head is connected to the stepup trans-

former Trs, in the grid circuit of the first tube of the two-tube read ampli-

fier. The tube 6ZhA of this amplifier also performs the functions of a gate:

at the time of reading and transmission of data from the MU to the AU, a posi-

tive pulse is fed to its pentode grid. The pulse from the plate load of the

6ZhL tube passes across a capacitance to the grid of the flip-flop of the AU

register, setting it in position 1 when one is being read.

Magnetic-drum memory units with parallel reading and writing of the digits

of a number are faster than serial reading and recording systems, but their

design is more complicated since they have a larger number of elements per unit

capacity. Memory units with serial reading are slower but are more economical.

However, the difference in speed is not very great. This is due to the fact

that, in manufacturing and adjusting a module with a large number of magnetic
heads (for the system of parallel reading), it is difficult to obtain small

deviations of the heads from the common straight line. As a result, the den-

sity at which information can be recorded on a drum with parallel reading is
somewhat less than on a drum with serial reading. Thus the recording density

on the circumference of the magnetic drum of the BESM computer (with parallel

reading) is 2 bits/ram.

In this connection, the mixed parallel-serial principle of information

positioning on a drum, and the corresponding parallel-serial principle of read-

ing and writing numbers is being used ever more widely today. By comparison

with the parallel reading system, it saves a considerable amount of hardware,

while the difference in speed is not excessive.
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Large capacity;
simple operating principle;

no distortion of information on reading;

prolonged storage of information without regeneration.

The principal drawbacks of such units are due to their mechanical parts

moving at high speed. For example, the stability of the write and read fre-

quency depends on the constant rotary speed of the drum. The reliability of

writing and reading depends on the accuracy of the gap between the magnetic

coating of the drum and the cores of the heads. The accuracy of manufacture of
the drum is also highly important, since manufacturing errors may lead to /_2

the appearance of spurious signals.

A substantial shortcoming of magnetic drums for periodic memory units is

the impossibility of random access and recording of information. The access

time to a magnetic drum MU depends on the waiting time of the number code,

which is variable and depends on the rotary speed of the drum and on its dimen-
sions.

Owing to the relatively long access time of a magnetic-drum MU, it cannot

be used as an internal memory unit in high-speed computers. The main internal
memory units in such computers are faster (cathode-ray tube MU or magnetic-

core MU).

The magnetic-tape memory unit. Magnetic tapes are widely used in magnetic

recording MU as information carriers, especially as large-capacity external

storage, in almost all digital computers.

Magnetic tape consists of a fla_'ble base of acetyl cellulose, polyvinyl

chloride, or similar substances, coated with a lacquer film containing 30 to

A5 vol.% of a ferromagnetic powder. Tapes of various width are used for ex-

ternal stores, from 6.35 mm with one to three tracks to 125 n_n with 50 tracks.

Magnetic tape of 17.5 and 35 mn width, with the parallel-serial method of in-

formation positioning, is in wide use.

Narrow magnetic tapes are used in serial-type stores. This type of tape

has 2 - 3 tracks. If there are three tracks, then one of them is used for the

main information, i.e., the numbers and instructions, and the other two are

used for auxiliary information such as the numerals of the groups of numbers

and the sync pulses. If the tape has two tracks, then the one that takes the

sync pulses is used not only to assign the writing and reading rate but also to
determine the address of the numbers.

Wide magnetic tapes are used in parallel stores, in which all digits of a

number are simultaneously recorded or read. The number of tracks for the basic

information is determined by the number of digits in the numbers to be stored.

Usually there are marker pulses at the ends of each line used for writing the

code of a number. These pulses are formed along the edges of the tape by two

tracks. The coincidence of the marker signals indicates that there is no mis-
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alignment of the tape and signals the end of the reading of the number code /223

of the llne in all the tracks. An example of a memory unit using wide magnetic

tapes is the external storage of the "Strela" computer.

The access time to a store using magnetic tape is composed of three main

components _.the time for starting the tape-transport mechanism, the waiting

time for the required group or block of number codes to arrive, and the time

for writing and reading the codes.

A magnetic tape is normally in a position of rest or at standstill. The

tape transport starts on the instructions to write or read from the tape. Be-

fore start of the writing, a certain time will elapse until the tape has reached

its normal speed. The minimum starting time for the tape transport used in the

BESM and "Strela" computers is 50 - 100 msec, as a result of the considerable

inertia of the reels on which the tape is wound. If the start-up time is de-

creased, the tape may tear since the force applied to the guide reel is trans-
mitted through the tape.

The waiting time for the required group of number codes to reach the head

is reduced to zero if there is a preliminary search mechanism to find the zone

of the tape where it is located. This device searches for the required zone

while the computer is performing other operations.

The write and read time is determined by the recording density, the data

positioning system, and the tape speed. For example, in the M-2 computer, at

a tape speed of O.A m/sec, the read rate is about 1200 bits/sec, and in the

"Ural-l" computer about 2700 bits/sec. A higher tape reading rate is attained

in the American NORK computer, about 70,000 bits/sec at a tape speed of _ m/sec.

In units with parallel data positioning, the read time is shorter than in units

using the serial principle. However, for the same reasons as in magnetic-drum

MU, the time difference is not very great. The recording density on a wide

tape is appreciably less than on a narrow tape. Thus, in the "Strela" which

uses a wide tape, the recording density is about 1._ bit/_n, and in the BESM

which uses a narrow tape, it is 8 bits/_n.

The parallel-serial principle of data positioning on the magnetic tape is

finding increased application today (for example in the 'rUral-l").

Let us consider the positioning of information on the magnetic tape of the

BESM-2, and the control during writing and reading. The magnetic-tape MU of

the BESM-2 uses a narrow tape (6.35 ram) with only two tracks (Fig.ll9): the

sync pulse track SP and the code track on which the numbers, instructions, /22L

and tape zone numbers are recorded. Writing and reading of the sync pulses is

accomplished by the magnetic head Hz, while the code pulses are written and

read by the head H_. The sync and code pulses are recorded simultaneously, one

sync pulse corresponding to each code pulse. The head Her is used to erase
information. The method of on-contact recording used has intervals between two

levels with preliminary uniform magnetization of the information carrier.

Information is exchanged between the magnetic tape MU and the working
memory of the BESM-2 during operation of the computer by groups of numbers,

21A



the transfer being accomplished through the arithmetic _m_t.. The r__.ber e._oups

or blocks to be written or read are located in the same zone on the magnetic

tape. The zone number is recorded on the code track at the beginning of writing
the number group.

Fig.ll9
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Positioning of Information on the Magnetic

Tape of the BESM-2 Computer

Figure 120 gives the control circuit of the process of writing or reading

on or from the MU. The circuit operates in the following sequence for reading:

The code of the zone number indicated in the address part of the instruction to

turn to the magnetic-tape MU is fed to the register Rex of the write-read con-

trol circuit. The static outputs of the flip-flop in the register Rex are
coupled with the comparator circuit.

When the magnetic tape moves, the code pulses to be read arrive success-

ively at the input of the shift register Res and are moved into it by sync

pulses acting as shift pulses. The first number to be read by the head Hz is
the zone number, for which six places are allotted on the tape. The code of

the zone number is fed to the register Res whose parallel output is likewise

coupled to the comparator circuit. If the specified instruction to turn to

the MU of the zone number does not agree with what has been read, no control

pulse will appear at the output of the comparator circuit. In this case, the

reading of the numbers following the zone number by the head Hz will be blocked.

On approaching the head of the next zone, the circuit will operate similarly. _25

If the specified and read zone numbers agree, then the comparator circuit

will emit the control pulse CPz, which reswltches the control circuits of the

memory unit in such a way that the number codes of the specified tape zone to

be read _11 be directed to the arit_mLetic _t, and then to the working memory

of the computer. The control pulse CPz, which appears at the output of the
AND element, performs the same functions.

. The counter Co z is switched to zero position each time the number of sync

pulses arriving at its input becomes equal to the number of places in the re-

presentation of the tape zone number, i.e., it is returned to zero by every
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islxth pulse. Consequently, when the codes of the assigned and read zone num-
bers agree, signals arrive at both inputs of the AND coincidence circuit, and

ithepulse CPs is generated.

7-_ne.umber CP,
code from Hl t

L_--_i ft reglstel

_mc pulses I I l I

fromlt 2 ! ! 1" • ' 1
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Fig.120 Block Diagram of Write and Read Control in the

Magnetic-Tape Memory Unit of the BESM-2 Computer

The sync pulses are also utilized to check the amount of numbers to be

copied from the tape into the working memory of the computer. With this ob-

Ject, from the time of coincidence of the specified and read zone numbers, sync

pulses begin to arrive at the counter Cos. This counter is returned to the
zero position and generates a pulse at the output each time the number of

pulses arriving at its input corresponds to the number of digits of one number

(in the BESM-2, h0 sync pulses correspond to one 39-digit number). Consequent-

ly, a pulse will appear at the output of the Cos counter every h0th sync pulse,

indicating that one number has now been read.

The pulses appearing at the output of the Cos are counted by the counter
Cos. The code denoting the amount of numbers to be read is recorded on the

register Res. When the codes of the numbers recorded in Res and Cos agree,

the comparator circuit emits a control pulse CPs which stops the counting of
the numbers from the tape.

The recording of numbers on the tape is controlled in a similar way.

Magnetic-tape memory units have the same advantages and disadvantages as

magnetic-drum units. It must only be noted that the capacity of a magnetic-

tape MU is practically unlimited, since the number of tapes for a given com-

puter, which are stored in separate cabinets, may be very great. In addition,

the tape access time is far longer than the access time to a magnetic drum.

Section 3h. Matrix-Type Magnetic Working Memory Units

The use of magnetic cores with a rectangular hysteresis loop is excep-

tionally widespread today. Such cores are used to build the memory units of

digital computers. It is characteristic that magnetic-core MU are more and
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more displacing other types of MU. This is due to a number of favorable fea-

tu_-e_ uf a m_mory cell with magnetic cores: It can store recorded information

without regeneration and without power consumption, for an indefinite time; its

service life is long, and its operating reliability is high. It uses only a

small amount of power in writing and reading of information. It is small and
its cost is low. It is also fast (the access time to such a MU is only several

microseconds ).

However, such MU also have their disadvantages. Above all, the informa-
tion recorded on the cores can be read only during the transient accompanying

its magnetic reversal. In most cases this erases the recorded information.

There is also frequent trouble in matching the current-magnetic elements with

vacuum-tube potential elements. Finally, ferrite cores have poor temperature

properties.

Working MU as well as permanent MU for storing constant quantities are

built of magnetic cores with rectangular hysteresis loops.

(

X

X

X

Fig.121 Matrix-_pe Ferrite-Matrix of MNMU

A modern magnetic working memory unit (MWMU) of parallel action uses
hundreds of thousands of magnetic cores. The methods of positioning the cores

and the circuits connecting them are so selected as to decrease the amount of

control equipment required and to obtain reliable operation of the memory unit.

MWMU of matrix type, and direct-access MNMU or type Z MWMU have found practical

use in digital computers.

A matrix-type MNMU uses the matrix method of arranging the cores refer-

ring to the same digit of the numbers stored. Let us consider the design

principles of matrix circuits, each of which is essentially a MWMU circuit for

single-digit numbers.
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The coincident current circuit. The circuit of a ferrite matrix of coin-

cident currents used for storing the digits of one place of the numbers to be

!stored is given in Fig.121. Each core of the matrix has three windings and is

used to store one digit of a binary number. The windings are usually of the

slngle-turn type, made of a wire passed through the cores of the matrix. The

-windings (coordinate or address buses) x and y are used to select the corre-

sponding core in writing or reading, and the wire passing through all the cores

is the common output winding of the matrix, or the read windings.

Here, as in the ferrite matrix used in the magnetic decoder (see Fig.91),

the principle of time coincidence of the currents Ix and 17 is used. The in-

iformation is recorded by the simultaneous driving current pulses of I,/2 ampli-
tude along one of the x wires and along one of the y wires. The selected core,

in which the code 1 or 0 is to be written, is located at the intersection of

the excited buses. The half-select cores at which a current of I,/2 magnitude
arrives at only one winding (x or y), will not undergo magnetic reversal or

switching.

-B,

q

B

I

Fig.122 Mechanism by which the Data in the Half-Select

Cores of a Ferrite Matrix is Erased

The reading scheme is similar to the writing scheme, except that currents

of opposite polarity are fed to the x and y wires. If the code I was re- /228

corded in the core from which the number is being read then, under the action

of the read pulses, its magnetic polarity is reversed, and a useful signal emf

is induced in the common output winding. If, however, the number 0 was written

in the selected core, a noise emf is instead induced in the output winding.

The reading scheme is a destructive one, i.e., the information stored in
the matrix is destroyed; the cores of the matrix are reset to zero position.

Reading must therefore be followed by rewriting (regeneration) if the informa-
tion is to be preserved.

Under the action of the read pulse, the magnetic state of the half-select

cores in which the code 1 is stored, varies along the hysteresis loop from the
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point +B_ to the point a. and then. after the action of the magnetizing force
has ended, to the point b (Fig.122). The positions of the points a and b is

determined by the strength H of the magnetizing field and by the character of

the hysteresis loop. Consequently, the remanence of such cores is decreased.

Further than that, the repeated action of read pulses may gradually lead to a

demagnetization of the half-select cores, i.e., may erase the information.

Similarly, the repeated action of write pulses for the code 1 may disturb the
information in the half-select cores where zeros are stored. The repeated

action, on half-select cores where code 1 is stored, of nonswitching read and

write I,/2 current pulses will lead to the formation of a closed partial hyste-
resis cycle (defg in Fig.122). For cores with an almost rectangular hysteresis

loop, the area of these cycles is rather small and the asymptotic points of
variation in induction are very close to the value of the original remanent

induction.

This results in more severe requirements for the core materials to be used

in such matrices. The squareness ratio of such core materials must be close to

unity, and the remanence, on repeated action of nonswitching pulses, must not

differ significantly from a certain value close to that of the original remanent
induction. Since magnetic materials with an ideal rectangular hysteresis /229

loop do not exist, the requirements as to the scatter of the amplitude of the

write and read pulses must be rather severe.

If the shape of the hysteresis loop deviates from rectangular, the total
noise signal induced by all the half-select cores in the common output read

winding may be comparable to the useful signal obtained as a result of the
reading of the code 1. This would make it impossible to identify the stored

information. To increase the signal-to-nolse ratio on reading one to the ratio

on reading zero, the common output winding of the matrix is coupled with the

cores in such a way that the noise induced in it by each pair of half-select

cores will be mutually compensated (see Fig.121). This decreases the total

noise signal by many times, but if the memory unit has a large capacity, the
signal will still retain a considerable magnitude since different information

is as a rule recorded in the half-select cores. Obviously in this case, in

reading the code l, either a positive or a negative signal will be induced in

the output winding, depending on the sense in which the output winding passes

through the selected core of the matrix. Since other units of the computer

(for example the arithmetic unit) operate with codes in which a signal of defi-

nite polarity corresponds to a one and the absence of a signal to a zero, an

amplifier-shaper circuit must be connected to the output of the matrix to react

to signals of both polarities but to pass only signals of one polarity (code 1).

The emf in the output winding of a square matrix (see Fig.121 ) can be de-

fined by the formula

eou , = + [e1 -- 2e, + (n -- 2) e3], (50)

where ex is the emfinduced in the read winding on magnetic reversal or switch-

ing of the selected core;

es is the noise emf induced on switching the selected core;

es is the difference between the noise emf's formed on switching two cores
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on the excited buses and located differently relative to the output
winding of the matrix;

n is the numberof coordinate x or y buses.

Equation (50) is valid if n is even. An increase in n leads to an increase
in the noise.

Circuit with shifted write current. The circuit of a matrix operating on

the principle of a shift in the write current is exactly the same as that of a
matrix with coincident currents. The operating principle of the selected core

of the matrix can be explained on hand of timing charts (Fig.123). During

the read period, the negative current pulses Ix and Iy, each of amplitude I,/2,

are combined, forming a negative current pulse of amplitude I..

Fig.123

Read-Write I Head-Write 0

Timing Charts for Operation of a Matrix Based

on the Principle of Write-Current Shift

In recording the code l, the positive current pulses Ix and I_ are com-

bined, forming a switching current pulse of amplitude I,. In recording the

code 0, the positive current pulses Ix and I_ are shifted relatively to each
other, and therefore the selected core is not switched but remains in zero

position after the reading.

D_namic bias circuit. In the ferrite matrices considered above (see

Fig.121), the ratio of the amplitude I, of the switching current to the ampli-

tude I,/2 of a (half-select) current which will not appreciably change the mag-

netic state of the core is 2. Let us denote this ratio by _. Since actual

ferrite cores have characteristics different from the idealized rectangular

loop, it follows that we can Judge from the value of the factor _ the probabil-

ity of an undesirable change of state of the cores under the action of current

pulses of amplitude I,/_. To decrease the probability of erasure by half-

select I,/_ currents, and also to decrease the noise, _ may be increased.

One of the simplest methods of increasing _ is by using the principle of
dynamic bias. A matrix with dynamic bias (Fig.12Aa) has a conductor passing

in the same direction through all the cores. Through this conductor flows the

dynamic bias current Id_ of amplitude I,/3, which is always of opposite direc-

tion to the currents Ix and Iz, The amplitude of the currents Ix and IT is
2

taken as -_ I,.
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It is clear from the tim4ng charts (Fig.12Ab) which illustrate the operat-

ing principle of a selected core of the matrix that, on reading or writing the

code l, a total current of amplitude I, becomes effective and, on writing the

0
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Fig.12& Circuit of Matrix with Dynamic Bias (a) and

Timing Charts of its Operation (b)

code O, a total current of amplitude I,/3. It must be borne in mind that, in

writing the code O, the currents Ix and I_ are shifted relative to each other.

For the half-select cores lying on the excited bus, the value of the parasitic

current will not exceed 1,/3, since this current equals bhe difference of ths

currents Ix (or I T ) and Ida. Finally, all the other cores outside of the ex-
cited coordinate buses are subjected to a bias current of amplitude I,/3. /231

Consequently, for all cores of the matrix, _ = 3.

Let us consider the design principle of the matrix circuit of a MWMU for

storing multidigit numbers, operating on the principle of coincident currents,
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which circuit is now widely used.

Matrix-type MWMU for multidigit numbers. In order to build a matrix-type
MWMU, the matrices are combined to form a matrix cube (Fig.125). Since each

matrix is used to store the digits of one particular place, the number of /232

matrices equals the number of places in the numbers to be stored. The codes of

the numbers are simnltaneously recorded and selected from all the matrices. For

= Write

Fig.125
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Matrix-TypeMWMU for Multidigit Numbers

this purpose, the windings of all the cores lying on the same horizontal level

in different matrices of the cube are connected in series, as shown on the dia-
gram by the broken line abcdef. The windings of the cores lying on the same

vertical plane (the broken line a'b' c'd' e'f' ) are similarly connected. Each of
the series-connected circuits on the horizontal and on the vertical is fed from

a separate current source, an amplifier in the amplifier module. The common

read winding of each matrix is connected to the read amplifiers At, Am, ..., A,
which amplify signals of one polarity but are insensitive to signals of the op-

posite polarity, and to the write gates BI, Bs, ..., B,. It must be borne in
mind that, in the matrices of this memory unit, the common read winding is not
coupled with the magnetic cores in the manner shown in Fig.121 but rather passes

through all the cores of the mtrix in only one direction. For this reason, 2_

a signal of only one polarity corresponds to the code 1 in the read winding.
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The code of a number is selected from the memory cube by the following

method: The address code of the number is entered in the address registers x

and y and is then fed to the decoders. On one of the output buses of each de-
coder (their number is equal to tr_ number of address buses on the coordinates x

and y, respectively) there appears a signal which is amplified and then routed
to the address buses of the matrices. The cores which are located at the inter-

section of the excited buses and in which the code 1 has been written, are

switched. In this case, in the read winding a pulse is obtained which is ampli-

fied and recorded by the flip-flop of the number code register. The cores that

are in zero code position remain in that position. Thus, the number code se-

lected from the cube is stored in the register and transmitted from it to the
arithmetic unit.

During the reading, the information in the memory cell of the cube is

erased. To regenerate it, write pulses of polarity opposite to that of the

read pulses are fed to the address buses that had previously been under the

action of the read pulses. The write pulses are fed after the read pulses on

reception of the signal 'hvrite" which arrives in the amplifier and reshaper

module a short time after the signal "read". In order to return into code posi-

tion 1 only those cores which before the reading had a l, an inhibit pulse is

fed to the common read winding of the matrix where the code 0 is to be stored.

Wri te

.-- -._ t ( /_sec)

_-_. t ( l_ #ecl

I ]nh ibil
0 Z 3 4 5 6

Access time to memory unit

Fig.126 Timing Chart for Reading and Regeneration of the

Code of a Number in a Memory Cube of a Matrix-Type MWMU

The inhibit pulses are taken from the gates B_, Bs, ..., B_ at the instant the
signal '_rite" is given. The gates control the flip-flops of the number code

register. They are unblocked only for those flip-flops that are in the position

corresponding to the code 0 in the given place of the number. The inhibit

pulses compensate the action of the write pulses arriving on the address buses,

and thereby prevent the cores from passing into the code position 1.

If the information is read without regenerating, no write pulses (following
the read pulses) are fed to the address buses.

To write a new number in the free cells of the memory cube, the code of the
number is fed over the code buses CB and recorded in the register. The position
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(address) where the number is to be recorded is selected in the same way as in

reading. In this case, only the signal "writ ,-_"is fed to the a_plifier and re-
shaper module.

Figure 126 is a timing chart of the reading and regeneration of a number

code in the memory cube. The pulses a are taken from the module of amplifiers

and reshapers and are routed into the cube along one of the address buses. A

pulse of negative polarity is used for reading, and a pulse of positive polari-

ty for writing (regenerating) the code. The inhibit pulse b is of negative 2_

polarity and compensates the action of the positive write pulse.

There are several working memory units of the matrix type in existence,
which function on the above principle. For example, the Massachusetts Insti-

tute of Technology has developed a MWMU for storing 65536 numbers, each of 19
digits. The plates use ferrite cores of the S-1 brand. The cores have an

outer diameter of 2 Era, an inside diameter of 1.27 ram, and a thickness of

0.6 ram. Magnetic decoders with tape cores, having a rectangular hysteresis

loop, are used to control this MWMU. The access time is 7 _sec. The control
circuit contains A25 vacuum-tube duo-triodes and 625 transistors.

A matrix-type MWMU with a vacuum-tube control circuit is also used in the

Soviet '_ral-2" computer.

Matrix-type MWMU have recently been developed with only magnetic and semi-
conductor elements used for the control circuit.

This memory unit belongs to the category of MWMU with writing and reading
by half-select currents. Below, we will give the main shortcomings of such a
unit.

1. Cores with a high squareness ratio of the hysteresis loop must be used

for the ferrite cube. Moreoever, only a slight scatter of the core parameters

is permissible. This makes it necessary to select the cores individually.

2. The amplitude variation of the write, read, and inhibit current pulses
and the accuracy of their synchronization must meet severe requirements. For

example, the MWMU of this type which is used in the '_ral-2", with a half-

current 0.5 I. of an amplitude equal to 0.5 amp, permits a deviation of not

over 5%. The duration of the write, read, and inhibit current pulses is of the
order of O.1 _sec.

3. The signals received at the output of the ferrite matrices in reading i

and O do not differ in polarity (as is the case, for example, in an MU using

potentioscopes and which is better from the point of view of the reliability of

signal identification) but in magnitude: To the code 1 corresponds the useful

signal, and to the code 0 the noise signal. This makes it necessary to use
additional circuits and systems to increase the signal-to-noise ratio, which
involves further complication of the MWMU.

A. To compensate the noise from the half-select cores of the ferrite

matrices, a highly complex (diagonal) wiring of the cores is necessary.
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The advantages of a matrix-type MWMU with half-current writing and _eading
are as follows:

a) Relatively high speed, since random access to the required memory cell

in writing and reading is possible (the search time for the cell is zero), and

also short access time to the MU;

b ) long life of the ferrite cube;

c) possibility for large capacity of the MU (up to several thousand num-

bers).

The erasing of the information on reading is characteristic of a matrix-

type MNMU, as it is of all MU with ferrite cores having a rectangular hyste-

resis loop. Regeneration circuits must therefore be added to regenerate the

recorded information, which naturally complicates the M_8_G.

Section 35. Magnetic Workin_ Memory Units with Half-Select Current
Writing and Full-Current Reading

In a matrix-type _ (Fig.125), the principle of coincident currents of

amplitude 0.5 I, is used for both writing and reading; its use for reading

involves the production of noise from the half-select cores. In MWMU with

half-current writing and full-current reading, the principle of coincident cur-

rents is used only in writing and regeneration, while reading is accomplished

by feeding a full switching current pulse of amplitude I,. Since there are no

half-select cores during the read period, a MWMU of this type gives a higher

signal-to-noise ratio.

Figure 127 is a block diagram of such a MWMU with half-current writing

and full-current reading. The basic element of this MWMU is a flat matrix of

ferrite cores. The cores of the matrix, arranged in one horizontal row, form
a memory cell for storing one binary number. The cores in one vertical column

serve to store the same digits of all the stored numbers. The horizontal buses,

each passing through the cores of a single memory cell, are called address

buses, while the vertical buses are called digit buses. The cores in one 2_

column have a con_non output winding.

To select the required cell in writing or reading, the address of the cel]
is entered in the address register. The code of the address is decoded by the

address decoder, producing a signal at one of its outputs. After amplification

and shaping, this signal is routed to the address bus.

...... or ".Tite a number, a pair of current ......_.,._is fed to ...._ selected

address bus (Fig.128a). The first pulse, of amplitude I,, sets all the cores

on the selected bus to code position O - the number is read out. Under the

action of the second pulse, of amplitude _l I,, the read information is regen-
2

erated by the coincidence of this pulse with similar pulses arriving at the same
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digit buses where the code I had been recorded previously. When a new number

is written, the second pulse thus permits recording the code 1 in the appropri-
ate cores.

8

From cgntro]
unit

Fig.127

_ber input for writing

Block Diagram of MWMU with Half-Current Wrl_.._

and Full-Current Reading

A number read from the matrix in parallel code arrives at the read ampli-

fier, where the code pulses of the number are amplified and fed to the output

of the unit. The number being read is also fed for rewriting to the number- /237

code register whose flip-flops have first been reset by a U"_' pulse to the

code position 0. When a control signal is fed from the control unit to the

read and regenerating gate, the code pulses of the number are passed from the

register to the read amplifier module and then to the digit buses. The ampli-

1

tude of the code pulses in the digit buses is -_ I, (such pulses are capable

only of producing half-excited cores), and they coincide in time with the second

1

pulse arriving on the selected address bus (the pulse -_- Is in Fig.128a). If

the corresponding place of the number contains the code 0, then no signal ap-

pears on the digit bus. The new number is similarly recorded. The only dif-
ference is that it is not the read-out number that is recorded in the register,

but the new number arriving on the code buses.

Here, as in the matrix of Fig.121, the remanence in the cores subjected

to the action of the half-select currents can be diminished. In fact, on the
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position of all the stored numbers, pulses of half-current -_- I, taken from

the corresponding write amplifiers, may stay effective an indefinite number of

times, with writing or regeneration of ones being accomplished according to
other addresses in the cores of this place. At monopolar half-excitation, when

pulses of half-current of one polarity are fed to the digit buses, this may de-

crease the remanence in the cores that had been in the code position 0.

--t

-16 - .

a_i_ ---

Fig.128 Current Pulses in Address and Digit Buses of MWMU

with Half-Current Writing and Full-Current Reading

a - Current pulses in address buses; b - Current

pulses in digit buses

To avoid erasing the zero, bipolar currents of the same amplitude (see
Fig.128b) are fed to the digit buses in writing or regenerating the code l, in-

stead of monopolar pulses (see Fig.128b). In this case, both the cores storing

the code 0 and the cores storing the code 1 are subjected to the demagnetizing

action of the half-select current. In both cases, however, this leads to the

formation of a closed partial hysteresis cycle similar to that shown by the

letters defg in Fig.122.

Active resistances are connected in the address and digit buses to stabi-

lize the currents there. Since the number of switched cores on each address

bus may be different, the resistors connected to the buses are of a type that /238

will keep the current constant under varying load.

An experimental study of the matrix has shown the possibility of obtain-

ing nondestructive storage in the matrix by using square current pulses of
2 - 5 _sec duration and 60 - 120 ma amplitude (for the half-currents). The

optimum signal-to-noise ratio is obtained with current pulses of about 100 ma

and 5 _sec in duration. Reliable operation is possible even at great _stabili-
ty of the amplitude of the currents (_30%) and o£ their duration _L_).

In a DSVMU with half-current writing and full-current reading, the signal-

to-noise ratio is higher than in a matrix type MNMU, since there are no half-

select cores. Further than that, the code 1 in the output winding is repre-

sented by a current pulse of one polarity, which simplifies the reading ampli-

fier system.
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Magnetic working memorieswith half-current writing and full-current
reading, built according to the circuit shownin Fig.127, have only a small
capacity (several tens of numbers), which is their basic shortcoming. With in-i
creasing capacity, the amount of hardware required increases sharply.

/

\

Fig.129 Ferrite Matrix of Coordinate Transformers

of Type Z MWMU

Working memory units using the principle of half-current coincidence for

writing and regenerating numbers and the full current for reading, include the

so-called type Z MWMU. In design principle, however, the type Z MWMU differs

considerably from the system we have just considered (Fig.127); this makes this

unit an independent type of working memory, particularly in view of the various

possible modifications. A type Z MWMU is used in the Soviet BESM-2 computers
and in others.

The main building block of a type Z MWMU is a ferrite cube enclosing a
matrix of coordinate transformers and number wires or lines.

The ferrite matrix, composed of coordinate transformers (toroids) is

shown in Fig.129. Through the cores of these coordinate transformers pass co-

ordinates, or address buses x and y, forming the windings wx and w_. Each co-
ordinate transformer has a closed loop winding wz, which is denoted by z
(FTg.129). The winding wz passes through a series of ferrite code cores used

to store the codes of binary digits. The windings w z with the code cores con-
stitute the memory cell for one n-digit number. This cell is termed the number
line.
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The addresses of the numbersrecorded in the number lines are the ad-

posed magnetization winding passes through all these coordinate toroids. The

_rC H

A_///j

Fig.130 Position of Operating Point A on the Hysteresis

Loop of Coordinate Transformers

direct current l@a passing through it produces the magnetizing ampere-turns
awcm , thereby determining the operating point A of the toroid (Fig.130). The

I

I

"" :-t

--t

-_ ........ s ....._ of Fo_ation of

Currents I,z and I,m

principle of coincidence of the currents Ix and IT flowing through the address

buses x and y is used to switch the coordinate toroids. After reversal of mag-

netization, the toroid is returned to its original state of magnetic saturation_
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by the aid of constant superposed field magnetization. For selecting the re-

quired coordinate toroid, such as in the matrix-type MWMU, address registers
and decoders for the coordinates x and y are used, together with amplifier-

shaper systems at the output of the decoders.

When the core of a coordinate transformer is switched under the action o_

the total magnetic field formed by the currents I: and I_ (switching along the

curve ABC of the b_steresis loop, Fig.130), an emf producing the current Izl is

induced in its winding wz (Fig.131). The amplitude of the current Iz_ is such

that the resultant magnetic field is able to switch the ferrite cores of the /2AO

number line. The current Izl is used in the MWMU as a read current.

After the action of the current pulses I: and 17 has ceased, the core of
the selected coordinate transformer is returned to its original state (point A

of the hysteresis loop) along the curves CDA under the action of the magnetic

field of the current Ics. In this case, an emf induced in the winding w,

causes the appearance of the current Iz_ (Figol31), of opposite sense to the

current Izl. The amplitude of the current Iz2 is slightly more than half that

of the current Izl. Consequently, the magnetic field produced by the current
Izm in the cores of the number line are not able to switch them. The current

Iz_ is used in the MNMU as one of the half-select currents in writing and re-

generating the numbers.

This ratio of amplitudes of the currents I,i and I,_ is attained in the
following manner.

Since the variation in the magnetic induction of the ferrite core depends

on the time rate-of-change of the switching current, i.e.,

B: B [l(t)],

the following relation is valid:

e.= --K ds [1(t)ldt _" _ K dS [l (t)ldl(t) dl (t)dt

where ez

K

.dB[I(t)]

dI(t)

dI(t)
dt

is the emf induced in the winding w z of the coordinate trans-
former which is subject to the action of the total current

Ix + Iy;
is a proportionality factor;

is a derivative characterizing the material of the core;

is a derivative characterizing the slope of the leading edges

of the switching current pulse.

Consequently, the emf ez depends not only on the magnitude of the total
current pulse but also on the slope of its leading edges.

In a type Z MWMU the steepness of the leading edge of the current pulses
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I. and 17, and consequently also that of the total current, is considcrably

greater than the steepness of the trailing edge (Fig.131). The emf ezl , in-

duced in the winding wz during the rise of the total current, is therefore con-

siderably greater than the emf ezra induced in the same winding during the fall

of the current. Since the currents Izl and Iz_ are, respectively, propor-

tional to the emf ezl and ez_ , it naturally follows that Iz_ > Iz_.

Since the principle of coincident currents I: and IT is used in selecting
the coordinate transformers, there will be both selected and half-selected

transformers coupled to the excited bus x or y. Owing to the nonsquareness of

the hysteresis loop of the core of a half-select transformer, a noise emf will

arise in its winding wz, which could have a bad effect on the operating reli-
ability of the number line during writing and reading.

To compensate the noise currents produced in the half-select toroids of

the matrix, each working coordinate toroid is provided with an additional com-

pensating toroid. The connection of the windings of the working and compen-

sating toroids is the same as that used to compensate the noise due to devia-

tions in the shape of the hysteresis loop of the magnetic material from the

rectangular form, in the m_ltlstage magnetic decoder (see Fig.92).

It is well known that the resistance of a core to current flowing through

its winding will vary, depending on whether the magnetic polarity of the core

is reversed or not. This is particularly marked in magnetic materials with a

rectangular hysteresis loop: the resistance of a magnetic core in reading the

code 1 may be several times as great as in reading the code O, when the mag-
netic state of the core is not changed.

This brings up the problem of stabilizing the current arriving through

the winding w z from the coordinate toroids to the number lines. This problem

can be solved readily enough, in principle, by connecting a stabilizing re-

sistor in series with the memory cores of the number line. With a large number

of digits in the numbers, however, such a solution is disadvantageous from the

energetic viewpoint. It is better to use stabilizing cores instead of a stabi-
lizing resistor. In this case, the number line (Fig.132) has two types of

magnetic cores: working cores to store the digits of the storage numbers, and
stabilizing cores for stabilizing the load across the coordinate toroid. To

each working core there corresponds its own stabilizing core. The winding wz

passes through these cores in opposite senses. Thus, when a current pulse I._
appears in the winding, and switches these cores, the working and stabilizing
cores are magnetized in different senses: the working core (WC) is switched to

the code position 0 (-Br ) and the stabilizing core (SC) to the code position 1

(corresponding to +B r ).

To hold the load on the coordinate toroid constant, each pair of cores of

the number line must be in the same magnetic state before reading the data. In

that case, regardless of the code recorded in the line, one of the cores of each

place of the number, on reading, is switched to the opposite state of satura-

tion, while the other remains in the same state or is switched over a partial /2A2

hysteresis cycle. After passage of the read pulse Izl through the winding Wz,

all the working cores are set to the code position O, and all the stabilizing
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cores to the code position I. If one is then recorded in someplace, the work-
ing core of the corresponding pair is set to the code position l, while the
stabilizing core must, as before, remain in the sameposition. But if zero is
recorded, then the working core remains in its previous position while the

Write code buses

I I
, I

wC

_(_ -,.---SC

I

Fig.132

Ou tpu_ buses

-----We

3
--_---gO

Number Lines in a Type Z MNMU

stabilizing core is switched from position i to position O. Only in this case

will the magnetic cores of each pair after recording be in the same states and,

consequently, the load on the coordinate toroid from the number line will re-
main constant.

Each core of the number line has two windings besides the winding w,, the

write winding, into which pulses are fed when the codes are recorded in the

place involved, and the output (read) winding, in which an emf corresponding
to the read-out code is induced. Both of them are common to the cores of all

the number lines of the memory unit designed to store the same place of the /213
numbers. Consequently, the number of code write buses and read buses of an

MWMU is determined by the number of digits in the numbers to be stored.

When the memory unit is operating in the writing mode, code write pulses I,

are applied through the write windings when the pulse I,s passes through the
winding w,. When the codes 1 and 0 are recorded, the cores of the number line

are switched into the corresponding position under the action of the total mag-

netic field created on simultaneous passage of the pulse I,s and of the code
write pulses (the latter, by themselves, are not powerful enough to switch the

COreS ),
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Figure 133 gives timing charts to illustrate the operation of the memory
unit in various modes. The graphs A and B showthe total values of the current
pulses in the winding w, of the coordinate toroid selected and in the write
windings for the working and stabilizlng cores of the number line. Graph C
shows the magnitude and time of application of the code pulses I x. GraphsD
and E showthe current pulses in the output winding, which arise on switching

8
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F

Fig.133
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Timing Charts of Operation of a Type Z MWMU
in Various Modes

the working and stabilizing cores at the instant of reading.
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Graphs F shows

In recording the code i, when the pulse lfz is transferred, a positive
code pulse Ix is applied. Under the action of the total magnetic field due to

the pulses Ifm and Ik, the working core is set in the code position 1. In the

stabilizing core, the write current Ik is subtracted from the current Ifz, and
therefore this core remains as before in position l, recording in it when the
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pulse Iz_ passes through the winding wz.

When the code 0 is recorded, a negative pulse Ik is applied to the write
winding. In this case the pulses I,z and Ik are subtracted in the working core,

while in the stabilizing core they are added. As*a result, the working core

remains in code position 0 , while the stabilizing core is reset from the code

position l, recorded in it on passage of the pulse Izl , to the code position O.

In the reading mode, no pulses Ik are applied. Reading is by the pulse Izl

arising in the winding wz of the coordinate toroid selected. If the code 1 was
written there, then on reading, the working core of the number line is reset to

the code position O, while the stabilizing core remains in the position 1. In

this case, a negative current pulse corresponding to the code 1 appears in the

output winding (graph F, mode "read l"). If the code 0 was recorded, i.e., if

both the cores belonging to the digit in question, were in the position O, then,

on reading, the working core remains in the position O, while the stabilizing

core is set to the position 1. In this case, a positive pulse corresponding /2AA

to the code 0 appears in the output winding of the digit position in question.

Thus the signals of code I in the output windings of a type Z MWMU do not

differ from the signals of the code 0 in amplitude but rather in sign. This

increases the reliability of data readout. If circuits sensitive to pulses of

only one polarity are connected to the MNMU output, we obtain the code of the

number in which one is characterized by a pulse and zero by its absence, which

is what is required for the operation of other units of the computer (especial-
ly the arithmetic unit).

Consequently, the use of a stabilizing core in each place of a number /2A5

line not only ensures constant load for the coordinate transformer, but also

gives signals of different polarity in reading 1 and O. In addition, it almost

completely eliminates the noise due to the deviation of the shape of the h_ste-

resis loop from rectangular. This makes it possible for a type Z M_MU to use

ferrite cores of lower grade than in a matrlx-type M_CU, with half-current
reading and writing.

The following are the principal advantages of a type Z MNMU.

i. Possibility of designing a high-capacity working memory (up to several
thousand numbers).

2. Practical absence of noise in the input buses. It is due to the fact

that, in reading, the signal 1 has a polarity different from that of the sig-

nal O. Moreover, in reading a number, the magnitude of the code signals in

the output buses is determined by the change in the magnetic states of the
ferrite cores of only the number line that is addressed.

3. Less severe requirements as to the parameters of the cores for the
number lines.

A. Higher speed than a matrix-type MWMU. This increased speed is due to

the fact that the amplitude of the read current I,i may be very great. This,
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in turn, makes it possible to force the switching of a core of the number line,

wklcli, be_ides in_reasing the speed of the unit, also helps to increase the

code signals in the output buses.

A type Z MWMU has the following shortcomings:

a) A large number of cores is required. Thus, the MWMU ferrite array of

the BESM-2 computer, with a capacity of 20&8 39-digit binary numbers, takes

about 200, 000 cores of type K-132 for building the number lines and type K-65

cores for building the coordinate matrix. A matrix-type MWMU of the same ca-

pacity would require only about 80,000 cores.

b) The power required by the address pulse shapers, giving the I. and I,
signals, is higher owing to the losses in the half-select coordinate trans-

formers. The power of the address pulse shapers in the MWMU of the BESM-2 is

_O0 watts per pulse, while only 5 - 7% of this power is fed to the selected
number line. The rest is consumed in each of the coordinate transformers.

c) The coordinate transformers operate under a severe regime. The heating

and the consequent decrease in loop rectangularity also increases the noise

currents. The use of compensating coordinate transformers in the coordinate

matrix, together with the stabilizing cores in the number lines, which improve

the noise figure of the MWMU, requires about a third more power.

_ection 36. Permanent Ferrite-Core Memory Unit

The above types of magnetic working stores cannot be expediently used to

score permanent quantities (constants, values of tabular functions, program

instructions). In such units, actually, each core is used to store only one

code (i or 0). Moreover, during readout, the information is erased from the

memory and must be regenerated, resulting in additional complication of the

MU circuit and increasing the power consumption.

Input | fC# P{

• |

Number ootput

W.e__ _1 _'j !_.-_.-_4 Number Line using Ferrite Cores for Storage

of Five Four-Digit Numbers

It is desirable to have a unit for storage of constant quantities in

which each core could be used to store several codes instead of only one, and
from which the information could be read an unlimited number of times without
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regeneration.

The number line (Fig.13A) is the basis for such a unit, which is known as

a permanent or long-termmemoryunit (PMU) using ferrite cores (Fig.13L). The

line shown by Fig.13& is designed to store five four-digit binary numbers (the

number of input drives), but can also be used to store a larger quantity of

information (up to several tens of numbers). Each core stores one digit of all
the numbers stored.

Each input bus either passes through the core of a number line if the

code i is to be stored or read in that place of the number, or bypasses it if

the code 0 is to be stored or read. Each core of the line has its own output

winding. A common read drive passes through all the cores. When a read pulse

Ir is applied to this drive, the cores are reset to the code position O.

The sequence of selecting the numbers recorded on a number line is as

follows: Let it be required to read the first number (the running number of

the number is the same as the running number of the input bus). This requires

application of a read pulse to the first input bus. This pulse sets the /2L7
cores, through which the first input bus passes, into the code position I (until

then, as a result of the reading of the last number, all the cores of the line

had been in the code position 0). However, those cores that the bus bypasses

remain in the zero position. During writing, signals of such polarity are in-

duced in the output windings of the cores that they are not sensed by the fol-
lowing circuits.

TABLE 18

TABLE OF VALUES OF THE OUTPUT NUMBER

_Digit

No. of Number _
2 3

1
0
1
1

0

_2 21 2O

Then, in the common read winding the pulse Ir is applied. As a result of

switching the cores which previous to this had been in the position l, code

pulses appear in the output windings and are sensed by the following circuits.

In this case, pulses appear in the output windings of the cores FCz, FCs, FCa
through which the first input bus passes. There is no signal at the output of

core FCI since the first bus bypasses this core. Thus, the code of the number

lllO will appear at the output. For a second reading of this number, a write

pulse must again be applied to the input winding, followed by a pulse Ir to the
read winding.
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Table 18 gives the values of the numbersrecorded on the line, in accord-
ance with the sequenceof passage of the input buses through its cores.

In reading information from the number line, noise will appear in the out-
put windings of the cores from which the code 0 is taken. This noise can be
eliminated by threadir_ the output winding in a certain way through the cores

used for storing the same digit positions of the stored numbers in all the
number lines of the unit.

Section 37. Transfluxors
J

A transfluxor is a ferrite core with rectangular hysteresis loop in which

the magnetic flux can be closed in different ways, because the core has two or
more apertures or windows.

Fig.135 Transfluxor with Two Apertures

Let us consider the operating principle of such a device on the simplest

example of a transfluxor with two dissimilar apertures (Fig.135). On the /2_

diametral section ab of the magnetic core are the three Ju:pers i, 2, and 3;

the cross-sectional area of the jumpers 2 and 3 are the same, while the cross-

sectional area of the Jumper 1 is equal to, or greater than, the sum of the

cross-sectional areas of the Jumpers 2 and 3. The transfluxor has three wind-

ings: control we, input wl. , and output wo. t.

Control current pulses are applied to the winding wo and, according to

their polarity, set the transfluxor in on_ of two states, cut off or open.

Let a control pulse of high a_plitude and polarity be applied to the wind-

ing wo, such that a magnetic flux of clockwise direction is established, which

will magnetize the material of the Jumpers to saturation (Fig.136a). Since the

magnetic material of the core has a rectangular hysteresis loop, the remanent

flux, after the pulse has stopped. Let us then apply to the winding w_m an

alternating current of such magnitude that the resultant magnetic field strength

will be insufficient to switch the magnetic flux along the loop with the
Jumpers 1 and 3 (Fig.135) but will be sufficient to switch the magnetic flux

along the loop with the Jumpers 2 and 3. In this case, no emf will be induced

in the output winding of the transfluxor, because in the first half-period,
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when the magnetizing force due to the AC circulates clockwise around the small

aperture, it will tend to increase the flux in the Jumper 3 and decrease it in

the jumper 2. In the next half-period, the magnetizing force will be directed

Fig.136 Direction of Magnetic Flux in a

Transfluxor with Two Apertures

a - In cutoff state; b - In open state

counterclockwise and will tend to exert the opposite action. In both cases,

part of the magnetic conductor in the hatched region is already saturated, so
that a further increase in the flux is impossible: During the first half-

period, when the magnetizing force is directed clockwise around the small /2L9
aperture, further saturation of the Jumper 3 is impossible and thus an increase

of flux in it is also impossible; during the second half-period, a variation of
the flux in the jumper 2 is impossible.

Thus, after the control winding receives a current pulse sufficient to

magnetize to saturation the Jumpers 2 and 3, the transfluxor will be in the

cutoff state. Excitation of the input winding by alternating current now does

not change the magnetic flux closed along the loop 2-3-2, and no signal will be

induced in the output winding. In the cutoff state of the transfluxor, the
Jumpers 2 and 3 are magnetized to saturation in the Same direction.

A control pulse which sets the transfluxor in the cutoff state is called
a blanking pulse.

To open the transfluxor, a current pulse having a polarity opposite to that

of the original pulse is applied to the control winding. The magnitude of this

pulse must be sufficient for magnetic reversal of the jumper closest to the
winding w@, i.e., of the jumper 2, but must be insufficient to reverse that of

the Jumper 3. This is explained by the fact that, at a low amplitude of the

control pulse, the path of the magnetic flux through the Jumper 2 is shorter

than its path through the Jumper 3. After passage of such a pulse, the magnetic

flux in the hatched region will be directed clockwise (Fig.136b). If, now, an

AC of the former magnitude is passed to the winding w:_, it will switch the
hatched portion of the core, first in the reverse sense (counterclockwise) and

then periodically, now in one sense, now in the other. In this case, an emf

will be induced in the output winding, and it will become possible to transfer

energy from the winding w iu to the winding wou _. This state of the transfluxor
is known as unblocked or open.
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Thus, in the open state of the transfluxor, when the input winding is
excited by AC of this parti_!a_ strength, the m_n_tic flux clo_ed along the
loop 2-3-2 in the hatched region will change, causing an emf to be induced in

the output winding. The jumpers 2 and 3 are magnetized in opposite directions.

A control pulse that sets the transfluxor in the open state is known as a

gate or unblanking pulse.

It should be noted that when AC is passed through the input winding, the

alternating component of the magnetic flux in the jumper 1 is practically ab-

sent in any state of the transfluxor, i.e., the energy of the AC is not trans-

ferred into the control winding.

The magnitude of the output signal of the transfluxor is regulated by

selecting the amplitude of the unblanking current pulse applied to the con-

trol winding. Assume that a transfluxor is in the blocked or cutoff state.

/25O

Fig.137 Mechanism of Various Degrees of

Opening a Transfluxor

Let us apply an unblanking pulse to the winding w o. Depending on its value,

the jumper 2 of the core will be either completely or partially switched

(Fig.137). This is due to the fact that a magnetizing force, proportional to

the applied unblanking pulse and inversely proportional to the radius of the

elementary layer of the annular zone around the large aperture, is created in

those elementary layers.

Consequently, at a certain value of the unblanking pulse, there exists,

within the magnetic loop 1-2-1 around the large aperture of the core, a circum-

ference cutting off an inner zone (hatched) within which the magnetizing force

due to the gate pulse is sufficient to reverse the sense of the magnetic flux,

i.e., to switch the magnetic material of the core. In the zone outside this

circle, the magnetic field strength is insufficient for magnetic reversal or

switching. When alternating current is passed through the input winding, a

magnetizing force is produced which is able to reverse the direction of only

that pa_ of the C-ux in the jumper 2 which was due to the gate pulse. The
signal induced in the output winding of the transfluxor is proportional to the

change of this portion of the flux, i.e., up to a certain limit it is propor-

tional to the value of the unblanking pulse. By varying the amplitude of the

unblanking pulses of the winding we, the signal in the output winding can be
discontinuously varied.
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If the amplitude of the AC in the winding wi_ is too great, then the mag-
netic field strength maybe sufficient to switch not only the Jumpers 2 and 3
but also the jumper 1. In this case, signals will be induced in the output
winding whether or not the transfluxor was in the cutoff state; thus the
transfluxor will cease to be a controlled element. This phenomenonis called
spurious unblanking of a transfluxor.

To eliminate this phenomenon,it is advisable to replace the symmetric
feeding of the transfluxor from the input winding by asymmetric feeding, apply-
ing stronger pulses alternately to the winding w_ which will magnetize the

|nput for

/ bJanking " " Input
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| Input
for
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Fig.138 Transfluxor with Four Apertures
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Jumpers 2 and 3 in the same sense as the blanking pulse in the winding wr, and
alternately small pulses of opposite polarity, which will reverse the sense of

the magnetic flux in the same Jumpers. Accordingly, asymmetric feed pulses are
divided into drive pulses (larger) and opposing or bucking pulses (small).

The drive pulses, no matter how great they may be, cannot cause spuri- 2_

ous opening of the transfluxor, since no further increase of the magnetic flux

is possible in the Jumpers 2 and 3 if the transfluxor had been in the cutoff

state until then, or in the Jumper 3 if the transfluxor had been in the open

state, because of full saturation. However, the magnitude of the bucking

pulses must be such that the sense of the magnetic flux is reversed only in the

magnetic loop 2-3-2.

One of the advantages of the transfluxor with two apertures is the short

time required for switching it to the cutoff or to the open state (about 2 _sec).

The repetition rate of the drive and bucking pulses or AC sinusoids in the out-

put winding may be 1 Mc or higher without appreciable heating of the core.
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One of the major shortcomings of such transfluxors is the need for limit-

ing tb_ ___!itude ^_ +h° _rr_.to _u the control and input windings by an upper
and lower limen.

This disadvantage can be largely compensated by using a four-aperture

transfluxor (Fig.138). To set this transfluxor in the cutoff state, a blanking

pulse is applied to the winding wT: on the jumper 1. This pulse must be suffi-
cient to saturate the parallel magnetic loops l-A-2-6-1 and 1-8-3-9-1. Fig- /252

ure 139 shows the sense of the magnetic fluxes in the jumpers corresponding to

the cutoff state of the transfluxor. If a signal capable of reversing the flux

o

l

b

Fig.139 Sense of Magnetic Flux in a Four-Aperture
Transfluxor

only along the circuit 3-5-2-7-3 is then fed to the winding w_ ,, there will be

no signal at the output, since the Jumpers 3 and 2 are magnetized to saturation
in the same direction.

To switch a transfluxor in the open state, an unblanking pulse is fed to

the winding wee of the jumpers 8 and 9. This pulse reverses the sense of the

flux along the loop 1-8-3-9-1. Figure 139b shows the sense of the magnetic

fluxes in the Jumpers when the transfluxor is in the open state.

The use of a transfluxor with four apertu_'es makes less severe require-

ments on the amplitude of the control pulses, which here has only a lower limit.

Consequently, the control region for such a transfluxor is practically un-

limited, and it therefore operates stably over a rather wide range of ambient

temperatures. This is the major advantage over two-aperture transfluxors.

Transfluxors naturally find wide use in digital computer engineering, since

they have a number of favorable properties: a high-power factor, a short oper-

ating time, a negligible degree of coupling between input and output circuits.

Circuits using transfluxors are highly economical.

Transfluxors can be used in a wide variety of devices as bistable ele-

ments: in registers, logic circuits, decoders, working memories, etc.

Figure IAO shows a four-aperture transfluxor for realizing the logic oper-

ation OR. In contrast _o the transfluxor of Fig.138, this modification has two

control windings instead of one, which both can take unblanking pulses. These
pulses arrive at two pairs of terminals A and B. The transfluxor is set in
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the open state if an unblanking pulse is applied either to the terminal A, or

to the terminal B, or simultaneously to both pairs of terminals. In this state

of the transfluxor, the passage of AC through the input winding causes an emf

to be induced in the output winding until the next blanking pulse arrives. /253

The same transfluxor can also perform the operation AND if the following

restriction is imposed on the magnitude of the cur_nt pulses IA and Is applied
to the terminals A and B:

l
y [ ]c 3-S-1-91_ I]A] _ ]J'c_-I-9["

! I/c _s-,-9[ < I/a I< I/_ 3-8-_.,I,2

where I© s-e-z-9 is the current strength in the control winding, creating along

the loop 3-8-1-9 a magnetic field strength equal to the coercive force of the
material.

Input for
blanking

signsl

Fig.l&O

A

Transfluxor Circuit Realizing the Logic Operation OR

In this case, the transfluxor is set in the open state only when the sig-
nals across the terminals A and B are the same.

The use of transfluxors in the design of a matrix-type working memory is

of great interest. Figure 1A1 shows an element of such a unit, a matrix con-

sisting of transfluxors with two apertures. Here, as in the matrix of conven-

tional cores, the current-coincidence principle is used. The only difference
is that the circuits for the write pulses and the read pulses differ. In each

transfluxor of the matrix, two write windings pass through the large aperture
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and two read windings through the _a!l one_

When a one or a zero is recorded, the write pulses are simultaneously

fed to the vertical and horizontal buses; in setting the selected transfluxor

in a definite state, the full action of these two pulses is necessary. If as a

result of this action, the transfluxor is set in the cutoff state, it is con-

sidered to store a zero whereas, if it is set in the open state, this means
that it is storing a one. Consequently, the state of the selected core is de-

termined by the polarity of the write pulses.

Write address buses

A

Bead address buses

Fig.iA1 Matrix of Working Memory with Two-Aperture
Transfluxors

Reading, which is also based on the current-coincidence principle, is

performed by two bipolar pulses; one of them is applied to the vertical bus
and the other to the horizontal bus. If the code 1 was written in the selected

core, then the _ombined action of the read pulses switches the jumpers 2 and 3

•_6._# _u _ emf is induced in the output winding of the transfluxor /255

connected to the con_non read winding of the matrix. If the code 0 is stored in

the selected core, then during reading the jumpers 2 and 3 are not switched and

there will be no signal at the output. Essentially, the read pulses are the

first parts of the bipolar pulses applied to the read address buses; their

second parts serve to regenerate the states of the Jumpers 2 and 3 that had

been reversed by the first parts of these pulses.
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The information recorded in the matrix is not destroyed during reading.
is due to the fact that the sense of the magnetic flux in the Jumper i

Fig.135), determining the state of the transfluxor, is not reversed by the

pulses.

The possibility of repeated reading of information without regeneration,

which permits simplification and speed-up of operation of a working memory unit

with transfluxors constitutes a notable advantage of such a unit over a MWMU

with conventional ferrite cores. Another no less important advantage is the

possibility of writing into and reading from two different addresses. This de-

creases the access time and simplifies the logic of several types of computers.

The development of the transfluxor has greatly widened the field of appli-

cation and increased the diversity of circuits based on magnetic elements.

Section 38. Ferroelectric Memory Units

The term ferroelectric or piezoelectric is applied to crystalline noncon-

ductors in which the dependence of the polarization P on the strength E of the
external electric field is of the same character as the magnetization curve for

ferromagnetic materials. Ferroelectrics are considered the electric analogs of

ferromagnetics.

The discovery in 19_J4 of barium titanate, which possess high mechanical

and thermal strength, by B.M.Vul and I.M.Gel'dman (USSR) has played an important

part in the study of ferroelectric materials and the extension of their fields

of application. Barium titanate today is the most widely studied and most ex-

tensively us6d ferroelectric.

The use of ferroelectrics in digital computer technology is due to their

ability of retaining residual polarization after removal of the external elec-
tric field.

Figure IA2 shows the polarization of a crystal of barium titanate plotted

against the external field. Let the residual polarization in the absence of a

field be characterized by the point A of the hysteresis loop. If now an ex-

ternal field coinciding with the sense of the residual polarization is applied,

the polarization of the crystal will increase along the line AB. If the field
strength is then decreased, the polarization will decrease along the line BA. /256

For E = 0, the polarization of the crystal will be equal to the residual polari-
zation.

Let us apply a field of opposite sense, gradually increasing in strength.
The polarization will now decrease (segment AB). At a certain field strength

E@, the polarization will suddenly Jump in the direction of the external field.

The field strength Ee at which the sense of the polarization is reversed is

called the coercive force. Further rise in field strength will lead to a
smooth rise in polarization (segment DE). If now the field strength is de-

creased, the polarization will begin to decrease along the line _DG. At a

field equal to zero, the state of the crystal will be characterized by the



strength varies from +F_,, to -E,,: and from -E_,, to +Ela * constitutes the
hysteresis loop.

Thus, in the absence of an external electric field, the state of the

ferroelectric is characterized either by the point A or by the point G of the
hysteresis loop. These states represent the binary digits 1 and O.

%

I

P B

Aj_

Fig.li2 Polarization of a Barium Titanate Single Crystal

as a Function of the Strength of the External
Electric Field

Ferroelectrics find extensive use as bistable elements in various units

of digital computers, especially in matrices of electrostatic memory units.

They are beginning to be used as dielectric fillers for storage capacitors.
Such capacitors with residual polarization also have two stable states of equi-

librium, set by an external electric field. In a storage capacitor of small

size, residual polarization and charges are stored for a long time without sub-

stantial changes even if the electrodes of the capacitor are short-circuited.

This property is of great importance since it permits the use of simple switch-
ing systems and also makes regeneration unnecessary.

Figure i_3 is the circuit of an elementary memory cell to store code i

or O, using the storage capacitor Ci with a ferroelectric filler. In writing

the code l, a voltage of one polarity is applied to the capacitor, whereas in

writing the code O, the voltage applied is of opposite polarity. Numbers are

read by a voltage pulse of the same polarity used to record the code 1. The

information is identified by the magnitude of the voltage from the capacitor C_

charged by the output currents. If a one was recorded, a large signal will /_57

appear at the output, whereas if a zero was recorded, the output signal will be
small.

Storage capacitors with a ferroelectric as dielectric can be used in the

matrices of electrostatic memory units.

Matrix systems in which ferroelectric materials serve as the memory ele-

ment can be manufactured by the use of printed circuits, which is a major ad-
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vantage of such systems. Figure l_J4 shows part of a mtrix-type memory unit

consisting of a ferroelectric plate. On both sides of the plate, mutually

perpendicular conducting strips x and y are applied by the printing method.

Head

signa] _rite

-" R signal

Fig.lL3 Circuit of Elementary Memory Cell Based on a

Storage Capacitor with Ferroelectric Filler

The elementary memory cell is the region of the plate sandwiched between one of

the x strips and one of the y strips. This constitutes a capacitor, with these

Fig.lhh Matrix System Using a Ferroelectric Material

as the Memory Element

areas of the x and y strips acting as plates and the ferroelectric acting as

the dieleectric filler. The operating principle is the same as that of a matrix

of magnetic cores with a rectangular loop, except that here voltages are used
instead of currents.

To record a binary digit in the elementary cell of a matrix, a voltage of

one polarity is applied to one of the conducting x strips, and a potential of

the same magnitude and opposite polarity to one of the y strips. The area of

the ferroelectric between the two excited strips is polarized in the sense of

the applied electric field, thus writing the binary digit to be stored. The

other regions of the ferroelectric located along the excited x and y strips are

subject to the action of an electric field with only half the voltage and, be-

cause of the rectangular polarization - field strength characteristic, remain



in practically the samestate as before application of the field. /2_R

In reading a one, the applied electric field is driven in a direction op-

posite to that of the field for writing a one. In reading a zero, the sense of
the field is the same as in writing it. Consequently, a large signal will ap-

pear at the output of the circuit only when reading a one.

As an example, let us assume a ferroelectric matrix (a barium titanate

plate)of an area of 7.5 mm z and a thickness of 0.125 - 0.25 ram, having a capaci-
ty of 256 bits. Here, the plate has 16 electrodes each O.1 mm wide, on one

side of the surface, and 16 similar electrodes on the other side.

Ferroelectric memory units have the following advantages over memory units I

of the magnetic type:

Printed-circuit methods can be used in the manufacture of a matrix

system.

The storage elements are very small.

Operation at low voltages is possible (below lO v), which is i_portant

in the design of computers using semiconductor diodes and triodes.

Work is now being done on the extensive introduction of ferroelectrics

into digital computer technology. In particular a new ferroelectric - triglyc-
ine sulfate - has recently been developed in the United States. This compound

is significantly superior to barium titanate, since hardly more than a tenth

of the voltage is required to change its polarization, and the repolarization

time is only 1 - 2 _sec.
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CHAPTER V */259

ARITHMETIC UNITS

Section 39. Arithmetic Units in General and their

Principal Types

The solution of any mathematical problem on electronic digital computers

reduces to a definite sequence of arithmetic and logic operations. The indi-

vidual stages of the logic operations are very close to the corresponding

stages of the performance of the arithmetic operations. This permits the per-
formance of both arithmetic and logic operations by the same or similar ele-

ments, junctions, and building blocks, the ensemble of which constitutes the

arithmetic unit of the computer. Thus, the arithmetic unit (AU) of a digital

computer is an ensemble of elements, junctions, and modules designed to perform

arithmetic and logic operations on numbers expressed in the selected system of

notation and represented in the form of the appropriate codes.

An AU is based on building blocks and junctions designed to perform arith-

metic operations: adders, multipliers, and dividers. An AU also includes reg-
isters, the logic elements AND, OR, NOT, OR-OR, and individual junctions to

perform logic operations. According to the manner in which the elements and

assemblies are used, arithmetic units are classified by structure as combina-

tion or universal (AU of combinatorial or universal, general-purpose type) and
building block (AU of block type).

In a combination AU, most of the operations are performed by the same

elements and assemblies which are not separated into individual building blocks.

Such an AU is based on adders and registers interconnected in a definite way

when performing the individual operations, by means of logic elements. The

BESM-2 and '_Jral-2", for instance, have arithmetic units of this kind. In

block AU' s, the principal arithmetic and logic operations are performed by /260

functional blocks that are practically independent of each other. Thus, the
AU of the "Strela" computer has separate functional building blocks for adding

and multiplication and logical building blocks for the logic operations.

The building blocks and assemblies of an AU that directly perform the

arithmetic operations consist of various elements which customarily are classi-

fied into combinatorial or coincidence-type and accumulatory-type elements.

The combinatorial elements are sometimes called code-positional, and the ac-
cumulatory, pulse-counting.

By type of elements, adders are divided into coincidence-type and accumu-

latory-type. Adders are also classified by method of input of the columns of

the summands and the carry principle (the principle of arranging the transfer
of carry ones).

Figure 1AS indicates the classification of adders according to these



feature s.

Multipliers, like adders, can be either of the coincidence or accumulatory

type. They are likewise classified by the method of input of the digits of the
quotient (partial) products and the principle of adding the partial products.

Figure lh6 is a block diagram illustrating the classification of multipliers

according to these features.

Adders I

[- Accumulstors I ]C°incidence sdders I

put of the colums I put of the columns [of the columns of 1

of the sumNnds J of the sumsmds L the su_mds |

Fig.lh5 Classification of Adders

It must be noted that only multipliers of the coincidence type are used

as individual building blocks in an AU. Multipliers of the accumulating type

and similar dividers, as a rule, are formed in a combination AU by a definite

pattern of switching the basic assemblies.

In an arithmetic unit, whatever its type, the main module or assembly is
the adder, which may be constructed on one of these principles. The adder of

an AU is co_posed of elementary one-column adders which come in innumerous
variants in their practical design.

One-column adders, like many-column adders, are divided into accumulating
land coincidence-type. An accumulating one-column adder usually consists of a

iflip-flop with a counter input and a potential-pulse output. Coincidence bit

iadders are built of AND, OR, NOT, OR-OR logic elements, and two-input and

ithree-input one-column adders are in existence.

iSection _0_ Or..e-Col1_ Adders

Numbers expressed in any system of notation are added column by column.

iFor this reason, binary numbers can be added by the computer only if it has

units that correctly add the digits of onecolum_ of the sunm_nds in any com-

_ination, taking account of the possible carry from the adjacent less signifi-
icant column. One-column adders are such devices.
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Two-input one-column adders. The two-input one-column adder (OA-2) is

designed to add two one-digit binary n11_m__ersrepresented in the form of the

corresponding pulses or potential levels.

Fig.iA7 Block Diagram of the OA-2

The OA-2 has two inputs A and B and two outputs S and C' (Fig.iA7). When

the digits to be added, represented in the form of pulses or potential levels,

arrive at the inputs, the output S produces the digit of that particular column

of the sum while the output C' furnishes the carry to the next higher colunm.

There can be four combinations of bits at the outputs of the OA-2. To

these combinations must correspond definite combinations of digits at the out-

puts. Table 19 shows all these combinations.

TABLE19

LOGIC OPerATION OF THE OA-2

Output?f
No. Input A Input [_ Ou_ts_f'"'"_ Garry C

I
2
3
4

0
0
0
1

Writing the logic function for the output S according to the falseness /263

conditions, and for the output C' according to the truth conditions, we obtain

the expressions

S = (A + B) (A + B--),

S: (A + B) ABn.a C' : AB.

These expressions are interpreted as follows:

A signal will appear at the output S if and only if there is a signal at

one of the inputs (A + B ) and no simultaneous signals at both inputs (AB).
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A signal will appear at the output C' if and only if there are simultane-

ous input signals at both inputs (AB).

Knowing the logical description of OA-2 operation, its circuit is readily

laid out from elements performing the elementary logic operations. In fact,

according to the above expressions, a one-column adder with two inputs can be
designed from two logic AND circuits, one logic OR circuit, and one inverter
(a NOT circuit ).

Fig.IAS Function Circuit of the 0A-2 (1st Version)

Figure 1A8 gives the function circuit of an OA-2 including an OR gate,
two AND gates, and a NOT gate.

To check whether this adder operates correctly, let us feed its inputs

with combinations of signals such that one will correspond to the presence of a
signal and zero to its absence.

In the absence of signals at both inputs, there will be no changes in the

state of the adder, and there will be no signals at either of its outputs
(first row of the Table).

If a signal corresponding to the digit 1 is applied to the input A or to
the input B (second and third rows of the Table), a signal will be formed at

the output of the OR gate, and this signal then goes to one of the inputs of

the AND-2 gate. In this case, there will be no signal at the output of the

AND-1 gate, and the NOT gate will remain in its original state, in which it

had opened the AND-2 gate. Thus, the signal from the output of the OR gate

passes through the AND-2 gate to the output S. No signal will appear at the
output C', since there is no signal at the output of the AND-1 gate.

If signals are fed simultaneously to the inputs A and B (fourth row of

the Table), then a carry signal will appear at the output of the AND-1 gate,

and thus at the output C' of the adder. The same signal will compel the NOT

gate to cut off the AND-2 gate, which then will not pass the signal formed at
the output of the OR gate to the output S.

This circuit for a two-input one-column adder is not the only possible /26&
one. The logic function of the output S is one of the modifications of the

notation of the logic operation of equivalence negation, which is realized by

an 0R-OR gate. Thus by connecting an AND gate and an OR-OR gate in parallel to
the inputs A and B, we obtain a second version of the function circuit of the
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OA-2 (Fig.lA9). It is not difficult to prove that the operation of an adder

built cn t_s principle coi,_ponds fully to the data of Table 19.

In practice, one-column adders with two inputs can be built from various

components: electron tubes, ferrite cores, semiconductor diodes and triodes.
Electron tubes as well as semiconductor diodes and triodes are usually employed

to build an OA-2 according to the first logical version (see Fig.lAB).

Fig.lA9 Function Circuit of the OA-2 (2nd Version)

To build an OA-2 according to the 2nd logical version (see Fig.li9), it

is more convenient to use ferrite-diode and ferrite-transistor cells, since

the operation of equivalence negation can be more successfully realized in this
case.

Vacuum-tube OA-2. It is difficult to build an OA-2 exclusively of elec-

tron tubes; therefore, semiconductor diodes are also introduced into this cir-

cuit. Figure 150 is a practical circuit of an OA-2 using electron tubes -in
combination with semiconductor diodes.

A high potential level at the adder inputs corresponds to code 0 and a low

level to code 1. A low potential level at the outputs corresponds to code 0

while a high level corresponds to code 1. Thus, this OA-2 circuit is of the

inverting type.

In the original state of the adder, when A = 0 and B = O, the vacuum

tubes LI and L2 are open, since the high potentials at the inputs compensate

the action of the bias voltage -E¢. The tube Ls is cut off, since the bias

voltage -E c applied to its grid is not compensated at all. The diode DI is

cut off by the high plate potential of the tube Ls. Since the tubes LI and Im

are open, current flows through the resistors RI, P_, and Re and the diodes D4
and Ds, and low potential levels are formed at the points M and N. Consequent-

l_ low potential levels appear also at the outputs S and C', i.e., the codes
of zero are obtained there.

If the input A is fed the signal of code l, i.e., a low potential, then

the tube LI is cut off while L2 remains open. The current will pass to the

resistors Rm, Re and the diode Ds, i.e., a high voltage level will be formed

at the point P and a low level at the point Q. The high potential of point P

will be transmitted through the diode Ds and the resistor Re to the output S,

since the diode DI, as before, is cut off by the high plate potential of the

cutoff tube Ls. Thus, in this case, the signal of code 1 appears at the out-
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put S and the signal of code 0 at the output C'.

If a signal of code 1 is fed to the input B, then the adder will operate

as in the case of application of the signal of code 1 to the input A, with the

only difference that the high voltage level now appears at the point Q. This

level will be transmitted to the output S through the diode Ds and resistor Re,

f

• L

D_IM R'#.

-I_i N R5

A B

Cj.-

_÷EII

Fig.150 OA-2 with Electron Tubes and Semiconductor Diodes

When the signals of code 1 are applied at the same time to both inputs A

and B, the tubes Ll, Lm are cut off and a high potential level is created at

the points M and N. The high potential of point N is transmitted to the out-

put C' and the grid of tube Ls, which is opened. Since the tube Ls in this

case is open, a low potential level will appear on its plate. The diode D I is
therefore opened and the high potential of the point M, passing through the

tube Ls to the ground, is not transmitted to the output S. Thus the signal of

code 1 appears at the carry output C', while the signal of code 0 appears at
the sum output S.

In this adder, the diodes D_, Da and D4, Ds, together with the tubes LI

and Lm, respectively, perform the functions of the logic elements OR and AND-1.

The functions of the logic elements AND-2 and NOT are performed by the diode D I
and the tube Ls.

OA-2 with ferrite-transistor cells. The second logical version of the /266

OA-2 circuit uses one AND gate and one OR-OR gate, connected in parallel. Since

the operation of inhibition used in the building of logic circuits with ferrite-
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transistor cells can be realized in two ways. OA-2 c_m_+_.....,,_g__.+_"^_.__I_
ments cum_ in two versions.

In realizing the operation of inhibition by ferrite transistor cells with

inhibit windings, the AND and OR-OR gates are constructed according to the

following expressions:

s = (A+ B) = +

c' = AS = A (aS).
m

Since the term AB enters into the right-hand sides of both expressions, it

follows that, in constructing an OA-2 by connecting AND and OR-OR gates in

Fig. 151

! 4

_s_gB+i_s

e_ l_z

Structural Diagram of OA-2 with Ferrite-Transistor

Cells Using Inhibit Windings

parallel, the f_errite-transistor cell is excluded in one of them, satisfying
the relation AB. On this account, the practical OA-2 gate does not contain

six ferrite-transistor cells but only five, as shown in the structural diagram

(Fig.151) and the wiring diagram (Fig.152).

The circuit shown in Fig.151 operates as follows: Initially, the ferrite

cores of all cells are in the state O. When the signal of code 1 arrives at

the input A, it sets the ferrite cores of cells 1 and 2 into state 1. The

state of cell 3 remains unchanged, however, since the input signal here arrives

at its inhibit winding. The regular read pulse iri resets the ferrite cores to

their original state, forming signals of the code 1 at the outputs of the cor-

responding cells.

The signal formed at the output of cell 2 sets the ferrite core of cell 5
into state 1. The ferrite core of cell L remains in state O, since signals of

code 1 from the outputs of cells 1 _--_ 2 arrive s_olta11_ously at its input

winding and its inhibit winding. The next read pulse irm resets the ferrite

core of cell 5 into state O. A signal of code 1 is formed at the output S of
the entire circuit. The signal of code 0 appears at the output C'.

If the signal of code i arrives at the input B, only the ferrite core of
cel_ 3 is set into state 1 by it. The regular read pulse irt returns this
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core to the original state, causing the appearance of the signal of code 1 at

the output of cell 3 and setting the ferrite c_re of cell 5 into state lo When

the ferrite core of cell 5 is switched to state 0 by the next read pulse ira ,

a signal code 1 is formed at the output S. At the output C', in this case as

well, there will be the signal of code O.

When signals of code 1 are simultaneously fed to the inputs A and B, only

the ferrite core of cell 1 is set into state i, since the input signals compen-

sate each other in cells 2 and 3. The next read pulse irl resets the ferrite

core of cell 1 to state O, giving the signal I at the output, and setting the

ferrite core of cell h into state i. The next read pulse ira resets the fer-
rite core of cell h to state O. The signal code 1 is formed at the output C'

but the signal of code 0 appears at the output S.

s--_+_s

rl -gx -g_

!

_-_o

Fig.152 Wiring Diagram of the OA-2 Using Ferrite-Transistor
Cells with Inhibit Windings

When the operation of inhibition is realized by the method of compensating

the emf induced in the base winding, the two-input one-column adder can be

constructed on one OR-OR gate. In fact, in this case the equivalent negation

circuit realizes the function /268

S =- (A + B) AB,

including the logical multiplication of the variables A and B, yielding a func-
tion of the output of the carry C'. Thus a two-input one-column adder, based

on an OR-OR gate in which the operation of inhibition is realized by the method

of compensating the emf of the base winding, is described by the following log-

ical expressions:
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(i". : AB;

S: (A -I- B) C'.

Figure 153 is a wiring diagram of such an OA-2. It is obvious that the

operation of this circuit is completely in accordance with the data of Table 19.

Fig.153

s-(A+s)e' C:D---_-e_

i -

Ipl

Wiring Diagram of the OA-2 with Ferrite-Transistor

Cells, without Inhibit Windings

Three-input one-column adders. Such adders (OA-3) are designed to add
three single-digit binary numbers (three bits) that simultaneously enter its

8 0#,-3
w

O

FTg.15A Block Diagram of the OA-3

inputs and that are represented in the form of the corresponding pulses or po-
+o_+ialvv..__,_o.__ mL_._..__adder can perform all £our elementary operations required

for adding any corresponding columns of the mmm_nds.

The OA-3 has three inputs A, B, and C and two outputs S and C' (Fig.15A).

The digits of the given column arrive at the inputs A and B, and the carry from

the adjacent less significant column at the input C. The outputs of the OA-3

are arranged like those of the OA-2; the digit of the given column of the sum
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is produced at the output S, and the value of the carry to the next higher

column at the output C'. As in the OA-2, some definite combination of digits

at its outputs must correspond to every combination of bits at the adder inputs.

Table 20 gives all the combinations for the OA-3.

TABLE 20

LOGIC OP_P_ATION OF THE OA-3

No. A (lst Input) B (?nd Input) (3rd Input) S (Carry(Sun, Output) Output)

I
2
3
4
5
6
7
8

o
1
o
o
1
1
o
1

0
1
1
1
0
0
0
1

0
0
0
0
1
1
1

-1

Writing the logic function for the outputs S and C'

truth condition, we obtain the following expressions:

S = ABC + ABC + ABC q- ABC;

C' ._- AB-C + ABC + 'ABC q- ABC.

in accordance with the

To construct an OA-3 directly from the resultant expression requires a

considerable number of AND, OR, and NOT gates. To reduce the pieces of hard-

ware used in the adder, the logic relations realized by it are modified by

identical transformations. In this case, the expression for C' can be sub-

stantially simplified, and the expression for S so transformed as to include

all the expression for C'. The transformed expressions are written as follows:

S = ABC + (A + B -k- C) (AB -k AC + BC);

C' = AB + AC -k- BC.

These logic expressions are interpreted as follows:

A signal will appear at the output S if and only if there are signals at

all inputs (ABC) or at an_ one of them (A + B + C) but no simultaneous signals

at any two inputs (AB + AC + BC).

A signal will appear at the output C' if and only if there are simnltaneous
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input signals at not less than two inputs (AB + AC + BC).

In the OA-3, according to the above logic expressions, the following ele-

mentary logic operations can be performed: logical addition (the OR operation);

logical multiplication (the AND operation), and negation (the NOT operation).

The operation OR must be performed three times - two of them on three quanti-

ties - the operation AND, five times - one of them on three quantities - and
the operation NOT, once. Obviously an OA-3 can be built from five logic AND

i

Fig.155 Function Circuit of the OA-3

circuits, three logic OR circuits and one logic NOT circuit.

The adder of Fig.155 has five AND gates (one with three inputs and four

with two each), three OR gates (two with three inputs and one with two inputs),

Second OA-2

I
I
I
I

Fig.156 Assembly of OA-3 from Two OA-2

and a NOT gate. This adder completely matches the signals at the output to all

combinations of input signals; this becomes obvious when considering the cases

of formation of the output signals at various combinations of input signals, as
was done for the OA-2adder.
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The one-column adder with three inputs can also be built up from OA-2 ad-

ders. To obtain such an adder, a second OA-2 must be connected in series with

a two-input one-column adder, which we will denote as the "first OA-2" (see

Fig.156). In addition, the OA-3 also contains an OR gate, which serves to

decouple the carry outputs of the two OA-2, to be combined into a single common
carry output of the adder.

R, ] R_
L

J'zS

-3v' _
P5

, o 5
A "

-3v

Fig.157 OA-3 with Semiconducting Triodes

It must be noted that the OA-2 forming a three-output one-column adder

can be built in both the first and the second logical version.

In most practical cases, one-column adders with three inputs consist of

two OA-2. Other OA-3 are also used, however, one of which is discussed below.

OA-_ with semiconducting triodes. A three-input one-colunm adder with

semiconducting triodes has the simplest circuit in the case in which the tri-

odes operate as control gates, i.e., are in the conducting or nonconducting
state. Figure 157 is the circuit of such an OA-3. The adder consists of 13

Junction transistors and four resistors and ensures complete correspondence of

the input and output signal combinations. All the inputs and outputs of the

adder have two buses each; a potential close to zero on the bus 1 at a poten-
tial of 3 v on the bus 2 corresponds to code l, while a potential of -3 v on

the bus 1 at a potential close to zero on the bus 2 corresponds to code O.

The transistors PT z and PT 2 form the output. Depending on their state /272
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(conducting or not), either code I or code 0 is formed at the outputs S and C'.
±he firs_ buse_ of bhe ouLpuLs S _id C' .................-" a_'e uuup±_ w-u** v**ecollectors uf r_ I

and PT_ respectively, so that a potential close to zero will form there when
the transistors conduct current, i.e., when no current flows through the re-

sistors RI and Rs and when there is a potential of -3 v on the bases of these

transistors. The second output buses are connected with the bases of PT I

and PTs so that, when there is a potential close to zero on the first buses,

a potential of -3 v is formed on the second buses.

Thus, when PT I or PT 2 conducts current, the potential on the bus of the

outputs S or C' will correspond to code 1. When PTI or PTs does not conduct,

the potential on the bus of the outputs S or C' corresponds to the code O.

The triodes PTs - PTIs are connected groupwise in series with the re-

sistors RI and Rs. The groups of transistors PTs, PTe, and PT11 ; PTs, PTv,

and PTIs ; PT4, PTe, and PTIs ; PT4, PTg, and PTIs are connected in series with

the resistor R_; three groups of transistors PTs, PTe, and PTIm ; PTs, PTg,

and PT_s ; PTIo and PTIs are connected in series with the resistor Rs. Current
flows through the resistor R_ or Rs only if all the transistors of one of the

groups belonging to the given transistor are open. There is no current in

these resistors when even a single triode in each group is cut off.

If the code 1 is applied to the input A of the adder, and the code 0 to

the other inputs, then the potential on the buses of the inputs and outputs

are distributed as shown in Fig.157. In this case, the potential on the buses

of the output S corresponds to code l, and on the buses of the output C' to
code O. This is due to the fact that some transistors (PTs, PTs, PTv, PTg,

and PTIs ) of the adder are cut off while the others (PT4, PTe, PTe, PTIo, PT11,

and PTIs ) are open. One of each group of transistors belonging to the re-

sistor R_ is a cutoff triode. This means that no current flows through the

resistor RI, that the triode PT I is open, and that the potential distribution

on the buses of the output S corresponds to the code 1. At the same time, the

transistors of one of the groups belonging to the resistor Rs, namely, PT:o

and PTIs , are open and current does flow through the resistor Rs; the triode PT_

is cut off, and the potential distribution on the buses of the output C' corre-

sponds to code O.

It is easy to prove that, in all other cases, the required correspondence

of the input and output combinations of signals is obtained in this adder.

Section A1. Coincidence Adders

Coincidence adders are usually based on one-column adders with two or

three inputs, corresponding in number to the method of input for the columns

of the sunmmads. For parallel input, the number of OA-2 and OA-3 is greatest,

and for serial input it is smallest. In the former case, however, the speed

of the adding system is higher than in the latter.

Coincidence adders with parallel input of the columns of _he sunmands and

serial carry. Coincidence adders with parallel input of the columns of the
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summandsand serial carry can be designed with either OA-3 or OA-2. In these
systems they are similar.

A three-input single-column adder is in most cases a complex combinatorial
element. For this reason, an adder with parallel input of the columns of the
sunm_ndsusing OA-3, is designed for the simultaneous input of both _nds.
The numberof OA-3in such an adder is determined by the maximumpossible num-
ber of columns of the sunmmnds,and is equal to that number. Carry from the
most significant n-th column is accomplished directly to the line of the
(n + 1)-th column of the sum.

i

A

E

Fig.158 Coincidence Adder with Parallel Input of the

Columns of the S_ds and Serial Carry, Using OA-3

Figure 158 is a block diagram of such an adder, using OA-3 and designed
to add two n-column binary numbers. According to this diagram, the adder has n

(the number of columns of the sunm_nds) OA-3, n pairs of input gates BI, and

(n + l) output gates B_.

The input gates simultaneously deliver the code pulses of the s_mmands to

the inputs of the OA-3. The code pulses are synchronized by feeding sync
pulses SP to the second inputs of the gates.

The output gates are used to synchronize the code pulses of the sum, which

is also accomplished by feeding sync pulses SP to these gates.

The add elements in this system are the OA-3, whose inputs and outputs are

distributed as follows: The code pulses of the given column of the sumn_nds

are fed to the inputs A and B of each OA-3 from the outputs of the correspond-

ing pair of gates Bl, and the carry pulses are driven to the input C. The out-

put C' is used for the carry-out to the next higher column, and the output S /27A

is the output at which the code pulse of the sum of the given column is formed.

If two n-digit binary numbers are being added in the adder

and
X -----xnx._l.., xl+lxtxl_1.., x._x_xl

Y = Y.Y.-z'"Yi+1YiY_-I""YsY_YI'
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where xi and Yl are the digits of the i-th column of the summands, then the

dist__bution of +:he co4e pulses corresponding to the digits of the ____.___ndsat

the inputs of the OA-3 will be as shown by Fig.158.

The input C of the OA-3 of the first column is not used, since no carry

pulses pass into it. Thus, an OA-2 can be used in the first column of the
adder instead of an OA-3.

In a coincidence adder using the circuits shown in Fig.158, all the pairs

of digits of the same columns of the sunm_nds, represented in the form of code

pulses, arrive simultaneously at the inputs of the corresponding OA-3 and are

added simultaneously there. The resultant carries are transmitted to the OA-3

of the next higher columns, where they are taken into account in forming the

final values of the digits of the sum. In the extreme case, a carry pulse

appearing at the output C' of the OA-3 of the first column can be transmitted

consecutively from one OA-3 to the next, including the OA-3 of the most signifi-
cant n-th column.

The OA-3 as complex combinatorial elements are designed for the simultane-

ous arrival of all input pulses, including the carry pulse from the next lower

place. The duration of the code pulses of the summands mnst therefore not be

shorter than the maximum latency time of the carry pulse during its successive
transfer from the OA-3 of the least significant column to the OA-3 of the most

significant column.

In the two-input single-column adder (OA-2), two digits, represented by

the corresponding code pulses, can be added. Since, in adding numbers, the

possible carry from the next lower column must also be taken into account, an

adder with parallel input of the columns of the sunmmu_ds needs two OA-2 for

each column except the least significant one. Adders using OA-2 may have vari-

ous systems, differing in the utilization of the inputs of the OA-2 composing

the given column.

In one of these versions, the OA-2 that belong to a given column are

assembled according to the conventional system, i.e., the inputs A and B of the

first OA-2 are used to introduce the code pulses of the digits of the given

column of the sunm_nds, and the carry pulse from the next lower column arrives

at the input B of the second OA-2. Figure 159 gives a block diagram of an

OA-2 adder using this version.

If two numbers X --x_.°.xsxzx _ and Y = YB...YsYsY_ are added and their /275

sum is Z = zn+izn...ZsZzZl, then the distribution of the code pulses of the
summands and the sum over the inputs and outputs of the OA-2 is as shown in

Fig.159. Thus, the code pulses of the second column of the sunmm_ds, xm and y_,

are fed to the inputs A: and B I of the first OA-2 of the second column, marked
OA-21 on the diagram. The output of the sum SI of the OA-21 is connected to

the input Am of the second OA-2 marked OA-2m on the diagram. The carry pulse

from the next lower column arrives at the input Bm of the OA-2m. The carry

outputs C_ and C'_ of both OA-2 are combined by means of an OR gate into a
con_non carry output C' of the given column. The code pulse of the second

column of the sum zm is formed at the output of the sum Ss of the OA-_°
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A parallel adder based on 0A-2 and designed according to this version of

the system, operates in the following sequence: First the digits of the sum-
mands are added column by column and then the carries from the next lower

columns are added to the digits of the resultant sum. This sequence gives max-

imum speed in serial carries.

%, lA z_ h Zs

Fig.159 Coincidence Aa_er with Parallel Input of Columns

of the Summands and Serial Carry, Using OA-2

Coincidence adder with parallel input of the colunms of the summands and
arallel carry. Parallel carry can be accomplished in a coincidence adder

esigned on the basis of OA-2. For this purpose two 0A-2 are connected in

each column of the adder except the least significant: One of these OA-2 adds

the digits of the given column while the other forms the actual value of the

same column of the sum. The adder also includes gates forming the parallel

carry.

Figure 160 shows the circuit of a coincidence adder with parallel input of

the columns of the summands and parallel carry, designed to add two four-digit

binary numbers. In adding two numbers X - x_xsx_x I and Y = Y4Y3Y_Yl, whose sum

is Z = zsz4zszszl, the distribution of code pulses of the su_nands and the sum
over the inputs and outputs of the adder is shown in Fig.160.

The code pulses of the summands are fed to the inputs of the first stage

of the one-column adders, which are the adders 0A-21, OA-_, 0A-2s, and 0A-24°

The carry outputs of these OA-2 are connected by means of the gates BI, Bin,

and Bs with a parallel carry loop to the individual points to which the inputs

of the 0A-2 of the second stage are connected. The code pulses formed at the

sum outputs of the OA-2 of the first stage drive the gates of the parallel
carry line and are also fed to the inputs of the OA-2 of the second stage.

The second stage of the one-column adders is formed by the adders 0A-26,

OA-2 B and OA-_. These OA-2 are designed to form the actual values of the

columns of the sum without taking account of the secondary carry pulses, which
is what is required in adders with parallel carry. The secondary carry pulses
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are not taken into account because the carry outputs of the second stage of the

OA-2 are not used.

Consider the operation of the adder elements in adding the binary numbers

I,I,-
l;Azl

I 0A.Z7
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Fig.160 Coincidence Adder with Parallel Input of the

Columns of the Summands and Parallel Carry,

Using OA-2

X = lOll and Y = llO1. When the code pulses of these numbers are applied to

the inputs of the OA-2 of the first stage, the carry pulses are formed at the

outputs of OA-21 and OA-24. The carry pulse from the output of the OA-24 goes

directly to the loop of the fifth column of the sum, and the carry pulse from

the output of the OA-21 to the parallel carry. Since the pulses of code 1

were formed at the sum outputs of the OA-_ and OA-2s, the carry pulse passes

from the output of the OA-2 through the gates B x and B_ and arrives at the in-

puts of all the OA-2 of the second stage. Pulses of the code 1 also arrive at

the secon_ inputs of the OA-26 and OA-_ from the sum outputs of the OA-2m

and OA-2 For this reason, the code signals 0 appear in the output loops of

the seco:_ :_and third columns of the sum, as in the first-column loop. The code

signal 0 _%rrives at the second input of the OA-_, and for this reason the code

signal 1 is obtained at its output, i.e., in the loop of the fourth column of
the sum.

Thus, as a result of the addition, the number Z = ll 000 which equals the

sum of X and Y is formed.

The ca_ _l_e hhaf a_ses dn_n_ addition in any cn]umn of a colncldence

adder using this particular circuit, as it advances toward the more significant

columns, is delayed only in the gates. Since this delay is usually substanti-

_lly less than the delays in the OA-2 or OA-3, coincidence adders with parallel

carry are faster than coincidence adders with serial carry.

Coincidence adders with serial input of the columns of the sunm_nds.
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These adders may be built either of OA-3, directly set up from the elementary

logic circuits, or of OA-2 and additional delay lines.

The circuit of a coincidence adder using serial input of the columns of

the summands, based on an OA-3 directly composed of elementary logic circuits,

is shown in Fig.161. The inputs A and B of the OA-3 are used for serial input

Fig.161

sP

z OA-8 z:z*g

Coincidence Adder with Serial Input of the Places
of the Sunmmnds Based on OA-3

of the columns of the summands. The input C of the OA-3 is connected through
a delay line with its carry output C' and is used to transfer the carry codes

from the lower columns to the next higher columns.

The delay line DL in the carry llne is so designed that the code carry

pulse, formed when the digits of the m-th column of the summands are added, will

arrive at the input C simultaneously with the arrival at the inputs A and B of

the code pulses of the digits of the (m + 1)-th column. If tc is the pulse
delay time in the OA-3, then the pulse delay time td in the delay llne (DL) will
be

1

where f is the repetition rate of the code pulses of the summands.

Here, 1 is the time interval between two successive code pulse_ _f /278
f

the numbers; it is usually called the clock time and is denoted by the letter T,

The arrival of the code pulses of the summands at the inputs A and B is

synchronized by the gates B I and Bs, which control the sync pulses CP. The

repetition rate of the sync pulses equals the major cycle frequency of the

computer. The output gate Bs is used to synchronize the code pulses of the

sum at the output S of the OA-3. The sum, llke the _ds, is represented i_
the form cf a serial pulse code. The codes of the sum and summands are trans-

mitted with the least significant columns first.

The adding time for two numbers on a coincidence adder designed on the

basis of the above circuits may be calculated as follows: The formation of the

sum is considered completed at the instant the last code pulse of the sum ap-

pears at the outpu+ of the adder. If the first code oulses of the sunmmnds
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were fed to the adder inputs at the time to, then the first code pulse of the

sum will appear at the output at the time to + ta. With n-column sunmmnds, the

sum can be an (n + 1)-column number. Consequently, the last code pulse of the

sum appears at the adder output at the time to + _ + nT.

1_t OA-Z

Fig.162 Coincidence Adder with Serial Input of the Columns

of these Sunmm_ds Using Two OA-2 (1s_ Version)

It follows from the above reasoning that the adding time of two n-column
binary numbers in an adder using the circuit of Fig.161 is

7":----nT + 4

The delay time of the pulse te in a vacuum-tube adder is often far less

than the time of a single clock T, permitting us to consider that Tz = nT. If
the operating frequency of such an adder is 200 kc, then the time it will re-

quire to add two 18-column numbers will be

l

Tz=_.18 $ec =90 i_sec.

Many practical coincidence adders with serial input of the digits to be

added use two OA-2 in whose carry loops delay lines are connected. Figure 162

shows a general circuit for such an adder. The summands, represented in the

form of serial code pulses, are fed, the least significant columns first, to
the inputs AI and BI of the first OA-2. The serial pulse code of the sum is

formed at the output Sm of the second OA-2.

The carry to the next higher column may occur either during addition of

the digits of a given column or on addition of three digits of the given column

of one of the sunmmmds with a carry 1 from the next lower column. In either

case, the arrival of the carry pulse at the input Bm of the second OA-2 occurs

simultaneously with the arrival of the Code pulse from the output St, at the

input Am of the same OA-2. The necessity of synchronizing the arrival of the

pulses at the inputs A: and Bm is the starting point for calculating the pulse

delay time on the delay lines DL-1 and DL-2.

Owing to the connection of an OA-2 !in such a coincidence adder, the output

pulses arise a certain time after the input pulses, and these output pulses

are nonsimultaneous at the different outputs. The length of the pulse delay

time in the OA-2 depends primarily on the characteristics of its elements and
may vary from a value of elose to zero _o 2T (T is the.period of the code -
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pulses ).

The dependence of the delay line characteristics on the characteristics

of the OA-2 in the adder circuit is established under the supposition that the

two OA-2 are the same, as is usually the case in practice. The OA-2 can be

represented as a device with two channels, the input-output channel of the
sum S and the input-output channel of the carry C'. Let us denote these chan-

nels by AS and BC', respectively. Let us also denote the pulse latency time

in the channel AS by t:, in the channel BC' by t_, in DL-1 by ts, and in DL-2

by t4.

The first code pulse of the sum in this coincidence adder is delayed in

the channels A:S: and Ares2. The pulse will appear at the output Sm lagging by

the time 2t I with respect to the arrival of the first code pulses of the sum-

mands at the inputs Ax and B I.

If a carry pulse is formed at the output C', then it must arrive at the

input Ba of the second OA-2 simultaneously with the arrival of the regular

pulse from the output SI of the first OA-2 at the input A2. This condition can

be satisfied only if the equality

tl q- T-----t2-]- ts,

is valid, whence it follows that the pulse delay time in the DL-1 will be

4 = r + (t, -

Bearing in mind that the pulses arriving at the inputs A_ and B2 on forma-

tion of a carry pulse at the output C_ must be coordinated in time, it is easy
to obtain the relation

Z=t,+ t_

or /280

t,-- r-t.

It is clear from a comparison of the expressions for the pulse delay time

on DL-1 and DL-2 that, in all cases,

4 > t,,

and that their difference is constant and always equal to tl, i.e.,

ts -- t, = tl.

Since always ts > t4, the delay lines DL-I and DL-2 can be combined into

a single common delay line consisting of two segments connected in series. Its

second segment will be none other than the DL-2, while its first segment is a

delay line with the latency time tI. Figure 163 gives a general wiring diagram
of a coincidence adder with combined delay line.
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The adding time T_ of two n-digit binary numbers in such a coincidence

adder composed of two OA-2 is calculated by the formula

Tz = nT 4- 2tv

Here, T_ denotes the time between the arrival of the code pulses of the

lowest columns of the sunmmnds at the adder inputs and the time of formation of

I "_ OA-2 __ 2"_ OA-E
,#]

Fig.163 Coincidence Adder with Serial Input of the Columns
of the Sunmmnds, Using Two OA-2 (2na Version)

the code pulse of the highest column of the sum at the adder outputs.

The relation between the pulse delay time in various channels of the OA-2

and on the delay line is taken into account in building specific adder circuits,

The use of these relations permits the rapid and accurate build-up of a coin-

Fig.16A Schematic Diagram of Ferrite-Transistor-
Cell Coincidence Adder

cidence adder with serial input, based on 0A-2 of the given specific type.

Consider as an example, an adder with serial input of the columns of the

summands, using OA-2 and ferrite-transistor cells without inhibit windings. In
such OA-2 (cf. Fig.163 ) the channels AS and BC' are characterized by the fact

that each of them is composed of a single ferrite-transistor cell. For this
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reason, they have the following time characteristics: /_l
i

T r

tl = T a"dt2= T" ;[

Substituting these values of tx and ta in the formula for the time charac-
teristics of the delay lines used in an adder, we get

and ts = T+( T2 T) =T2
• T T

t 4 T---_ = _.

In this case, it is advisable to use a contain delay line, i.e., to build
the serial adder according to Fig.163. In fact, here

T
t1=4 -t_=" T

and each of the two parts of the common delay line can be a single ferrite-
transistor cell.

The adding time for two n-digit binary numbers on the adder under discus-
sion is

T, =nT+ 27=z (n+l) r

Figure 16A is a schematic diagram of this serial coincidence adder, using

ferrite-transistor cells without inhibit windings. It consists of eight

ferrite-transistor cells: the cells i, 2, and 3 form the first OA-2; the

cells 6, 7, and 8 the second OA-2; the cells A and 5 the common delay line.

The input and output code pulses are synchronized by the read pulses its.

The operation of this serial coincidence adder will now be considered from

the example of addition of the two binary numbers llllll and llOlO1. The addi-

tion of these numbers, represented by serial pulse codes and fed with the least

significant places first, corresponds to the timing chart of the adder opera-

tion shown in Fig.165.

When a pulse of the series ira passes through the circuits of the read

windings, the code pulses of the lowest columns of the _ds are fed to the

inputs AI and B I and set the ferrite cores FCI, FCa and FCs to the state 1.

The next pulse of the series irl resets them to the state 0, causing the pro-

duction, at the output C_ and thus also on the input E of the common delay line_

of a pulse that sets the ferrite core FC4 to the state 1. When the next pulse

of the series ira passes, the code pulse 1 is fed only to the input A:, thus

setting the ferrite cores FC_ and FCa to the state 1. At this same time, the
ferrite core FC4 is reset by the read pulse to the state 0 and a pulse enters

the input F of the second cell of the co_non delay llne, setting the core FCs /_
to the state 1.

t
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The next regular read pulse of the series ir: resets FC:, FCm, and FC5 to

the state O, thus causing the appearance, at the i_uputs A_ ar_ B_ of the secor_

OA-2, of pulses setting FC6, FC7 and FCe to the state 1. When the next read

pulse of the series ira passes, the codes 1 are recorded in the cells l, 2,
and 3; at the same time, the codes of 1 are read out of cells 6, 7, and 8,

meaning that FCs, FCT, and FCs are reset to the state 0. A pulse is formed at

the output C_ and enters the input G of the second cell of the delay line,
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Fig.165 Timing Chart of Adder Operation

setting FC6 to the state 1. No pulse of code 1 is formed at the output Si,

i.e., on the common output of the sum of the whole adder; this corresponds to
the digit 0 in the least significant column of the sum.

The further column-by-column addition of the numbers llllll and llO101

proceeds similarly, completely in accordance with the timing chart in Fig.165.

According to this chart, the adding time in this case is 7T, which is in com-
plete agreement with the data obtained by calculation based on the above
formula.

i

Coincidence adders with serial inputs of the columns of the summands oper-i

_te directly with the same number codes that arrive at their inputs. Such

adders contain no special devices for taking care of the signs of the sunmm_ds, i

and therefore the arithmetic sum is formed at their output. To obtain the alge-
braic sum, the complement code of the negative number must first be formed and

the summands must be fed to the adder in such a manner that the code pulses of i

the signs directly follow the code pulses of the digits of the most significant
columns of the summands; when this is done, the carry from the sign column must l_
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be neglected.

Section _2. Decimal Adders

Decimal adders are used in digital computers that operate with numbers

represented in the decimal system. The coding of decimal digits may vary wide-

ly. Since bipositional, binary elements are most often used in practice, the

digits of decimal adders are in most cases coded by various combinations of
binary digits.

The simplest method of coding decimal digits by binary digits is the use

of a binary-decimal code or binary-coded decimal system of notation. Each

decimal digit is coded by the binary tetrad numerically equal to it, i.e., by

the corresponding four-digit binary number. The binary-decimal code is some-

times called the BL21 code, from the values of one in the four places of a
binary tetrad.

A decimal adder with a full number of digits, like a binary adder, can /28A

be constructed with devices adding a single column, i.e., adding two decimal

4+-.-,I I--. &

'_'-'1 t.-- s+

C"-__T_C _

e, e, ej e,

Fig.166 Block Diagram ofODA

digits (two one-digit decimal numbers). Such devices, which are called one-

column decimal adders, consist of one-columnbinary adders OA-2 a_.d OA-3, and

also of AND, OR, and NOT logic gates.

When the binary-decimal code is used, a one-columndecimal adder (ODA) is

a piece of hardware with nine inputs and five outputs (Fig.166). The binary

code of one of the decimal digits being added is fed to the inputs A I - A,, the

binary code of the second decimal digit to the inputs B I - B4, and the carry
from the next lower decimal column to the input C. The binary code of the

decimal digit of the given column of the sum is formed at the outputs SI - S+,
and the carry to the next higher deci_l column at the output C'.

The function circuit of the ODA can be constructed from the logical ex-

pressions obtained from the operation table, containing all possible combina-

tions of input signals and the corresponding combinations of output signals.
Such a design of ODA circuits, however, is very complicated since at least 200

possible combinations of input signals must be taken into account. The function

circuit of the ODA is therefore usually directly built up, taking account of

all peculiar features of the addition of decimal digits represented by binary
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tetrads in the _' _ _^A^

One of the special features of addition in the 8_21 code is that the

formation of a carry in the next higher column depends on the value of the sum

of the original decimal digits. The following three cases are possible.

First case: The sum of the decimal digits does not exceed eleven.

In this case, the value of the carry to the next higher column is de-

termined from the values of the second and fourth (counting from right to left)

columns of the binary tetrad representing the sum of the original digits. In

fact, the carry to the next higher column must proceed at values ten and eleven

for the sum. Here the second and fourth columns of the binary tetrad of the

sum necessarily contain ones.

Examples:

I) 0100 - four 2) 0101 - five
+ +

0110- six OllO- six

lOlO - ten lOll- eleven

Second case: The sum of the decimal digits is from twelve to fifteen.

In this case, the value of the carry to the next higher column is de- /285

termined from the values of the third and fourth columns (counting from right

to left) of the binary tetrad representing the sum, since the presence of ones

in these columns indicates that the sum is greater than ten.

Example s:

I) ollo- six 2) OllO- six
+ 0110- six + i001- nine

llO0- twelve llll - fifteen

Third case: The sum of the decimal digits is greater than fifteen.

In this case, the carry from the highest column of the binary tetrads

occurs on their addition since the decimal numbers sixteen, seventeen, eighteen

are represented by five-digit binary numbers. The presence of this carry will

be the indication that there is a carry to the next higher decimal column.

Thus, when adding in the 8A21 code, the carry ones must be formed in the

next higher decimal column when the sums in the second and fourth or the third

and fourth columns of the b-;uary _^_ c_+_ _o_, n_ when there is a carry
from the most significant column of the binary tetrads on their addition.

The second feature of addition in the 8A21 code is that, on a carry to the
next higher decimal column, the value of the sum must be corrected.

When the sum of the decimal digits is greater than fifteen, i.e., in the

case of a carry from the most significant column of the binary tetrads being
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added, its value, expressed by the corresponding binary tetrad, is six smaller

than the actual value. This results from the fact that a carry from the most

significant column of the added tetrads corresponds to the carry of sixteen

instead of ten. Thus, to correct the value of the sum when a carry is made

from the most significant column of the binary tetrads being added, the number

six must be added to the original sum.

Examples:

Olll - seven

+ IOO1 _ nine binary tetrads added

Carry _ (I) 0000 _ zero - original sum
+ OllO _ six

OllO _ six - corrected value of sum.

If the sum of the decimal digits is greater than nine and less than six-

teen, then its value, expressed by the corresponding binary tetrad, is nine

greater than the actual value. This is because the number ten is not carried

from the columns of the tetrads being added to the next higher decimal column.

The necessity of such a carry, however, is determined by the values of the /286

columns of the tetrads of the original sum. Thus, the number nine must be sub-

tracted from the original sum here in order to correct the value of that sum.

Subtraction of nine may be replaced by addition of six and subtraction of

sixteen, since this is simpler in practice. Actually, a very simple procedure

exists for the subtraction of sixteen - neglect of the carry from the most sig-

nificant column of the tetrad and adding the number six to the original sum.

Exa_le.

Carry determined from the |
presence of ones in the JAth and 3rd columns

Carry disregarded

OlO1 _ five 1
+Olll _ seven I

(I) iiO0 - twelve
Oll0 _ six

(I) OOlO _ two -

binary tetrads added

(original sum)

corrected value of sum

Thus, the value of the sum must be corrected, when there is a carry to

the next higher decimal column, by adding the number six to the original sum

and neglecting the carry from the most significant column of the binary tetrads_

In consequence of the peculiarities of addition in the 8h21 code, a one-

column decimal adder must contain one group of devices to add the original

binary tetrads and another group of devices to add the original values of the

isum and the number six. The ODA must also contain logic circuits for forming

the carry to the next higher decimal column. The binary code of the number six,

which is required for correcting the value of the sum, must also be formed in
the ODA.
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One varia_:t uf the f'_nctlon circuit of thi_ adder is given in Fig.167.

Here, the ODA contains five OA-3, two OA-2, two logic AND circuits and one OR
circuit.

The one-column binary adders OA-3_ - 0A-34 serve to add the original binary

tetrads, taking account of the carry from the next lower decimal column. By

means of the one-column binary adders OA-3s, OA-2_, and OA-2s, the original

value of the sum obtained at the outputs of the adders 0A-31 - 0A-34 is cor-

rected by adding the number six to it. In this case, the binary code of the

number six is formed by feeding the code signal 1 to the inputs OA-2: and OA-3s
from the carry output C'.

s4 & 8,

Fig.167 Function Circuit of the ODA for 8A21 Code

The AND-l, AND-2 and OR logic circuits are designed to form the carry to

the next higher decimal column. The AND-1 and AND-2 gates are connected to

the outputs of the OA-3a, OA-3s and OA-3,, OA-3_ respectively. For this

reason, when the code signals 1 appear at the outputs of these pairs of OA-3,
there is a carry signal at the output of AND-1 or AND-2. The OR circuit com-

bines the circuits of carry formation into the single carry output C' of the
adder.

In this variant of the ODA, the binary tetrads representing one-digit L287
decimal numbers are always correctly added. This is explained by the fact that
all the peculiarities of addition in the 8A21 code are taken care of in this

model. The carry from the most significant column of the binary tetrads is

neglected in correcting the value of the original sum, si_ce the car_ _ output

of the OA-2_ is not used.

Full decimal adders may have either parallel or serial input of the binary

tetrads representing the decimal digits of the sunmmnds. In both cases, the

circuits of the decimal adders are similar to the corresponding circuits of the
binary adders based on the OA-2 and OA-3.
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Section i3. Coincidence-Type Multiplication Units

Coincidence-type multipliers can be designed for either serial or parallel

input of the columns of partial products. In both cases, the partial products

can be added either serially or parallel.

The most frequently used coincidence multipliers are of three types: with

serial input of the columns of the partial products and serial addition of the

partial products; with serial input of the columns of the partial products and

parallel addition of the partial products; with parallel input of the columns

of the partial products and parallel addition of the partial products.

Coincidence-t_pe multiplication units with serial input of the columns of

the partial products and serial addition of the partial products. These multi-

pliers are used where the binary multiplicands can be represented only by an/288dserial pulse codes. Shift registers or dynamic registers are used to store

shift the numbers in such multipliers. The partial products are formed by

means of AND gates and the addition by means of coincidence adders with serial

E I' Hegister Pl

- [, (2. _ I)

5 I

J _=") J.----_'p

Fig.168 Coincidence-Type Multiplier with Serial
Addition of Partial Products

input of the columns of the summands.

Figure 168 is a block diagram of one version of this multiplier. Here,

the multiplier consists of a multiplicand register P1, a multiplier register P2,

a product register P3, a coincidence adder with serial%nput of the sunmma_d

columns E and an AND gate. The adder E and the register P3 can be regarded as

an accumulative adding circuit of sequential action.

The registers have various numbers of columns, permitting automatic shift-

ing of the partial products by one column for adding. If the multiplier is

designed to take n-digit numbers, then the register P3 as the product register

has 2n columns. The number of columns in the register P1 depends on the number
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of columns in the register P3 and on the pulse delay time in the adder and the

AND gate. To simplify our further discussion of the operation of the multi-

plier, we shall consider that the pulses pass through the AND gate and the adder

without delay. In this case, the register P1 has 2n + 1 columns, as shown in

Fig.168. The register P2 does not directly participate in the mutual shifting

of the partial products, for which reason the number of columns in it is n (the

number required to take the digits of the multiplier).

Before multiplication, the respective values of the multiplicand and multi-

plier must be introduced into the registers P1 and P2. They are applied in the

form of serial pulse codes, the less significant columns first. The more sig-

nificant columns of the numbers are recorded in the rightmost columns of the

registers.

The initial stage of multiplication is the formation of the first partial

product. Like all the subsequent partial products, it is formed by the aid of

an AND gate, for which purpose all the digits of the multiplicand, con_nencing

with the least significant, are fed consecutively to its input i, and the /289
first column of the multiplier is fed 2n + i times to the input 2.

The principle of feeding the code pulses of the columns of the multipli-

cand and multiplier to the inputs of the A_D gate depends on the type of ele-

ments used in the multiplier. If ferrite-transistor cells are used, then the

code pulses of the multiplicand are fed to the _ gate by shifting the multi-

plicand in the P1 register during continuous feeding of the clock pulses. The

multiple input of the code pulses of the first column of the multiplier to the

input 2 of the AND gate is accomplished by having this pulse excite the con-

trolled generating cell whose output is connected to the input 2 of the AND

gate.

The first partial product from the output of the _ gate goes to the in-

put A of the adder and then to the input of the register P3, where it is suc-

cessively shifted from right to left. During the same time, the multiplicand

is re_Titten by the feedback circuit EF into the register PI. By the end of

the first stage of operation of the multiplication unit, the multiplicand is

again recorded in the register PI, while the first partial product is recorded

in the right half of the register P3. Clock or shift pulses are fed continu-

ously to record and shift the numbers in the registers PI and P3 (these pulses

in Fig.168 are the control pulses CP).

In the second stage of operation of the unit, the second partial product

is formed and added to the first. Since the register P3 has one column less

than the register PI, the first partial product arrives one beat before the

second at the adder input. The _ of ....u_ _ ÷_._....p_+_l........ p_nducts _oes from

the adder output to the register P3.

During the third stage of operation of the unit, the third partial product

is formed and added to the sum of the first two partial products, wi_ch _ms

obtained in the second stage, and so on. By the end of the last or n-th stage

of operation of the unit, the sum of all the partial products is set up in the

register, i.e., the value of the product of the n_mmbers bo be multiplied.
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Each operating stage of the unit requires 2n + I clocks; the total number
of stages is n. One more clock is necessary in addition to record, in the reg-

ister P3, the code pulse of the most significant column of the final product,
which is formed as a carry pulse in the adder system; the product now completely

fills the register P3. The time required to mnltiply two n-digit binary num-

bers by means of a coincidence-type multiplier with serial input of the columns

of the partial products and serial addition of the partial products is, there-

fore,

r 3,= [(2n + 1) n q- 11 T,

where T is a single clock time.

This time can be shortened by modifying the circuit of the unit. The

number of columns of the multiplicand register is decreased by dividing the

product register into two subregisters and introducing two additional logic

Fig.169 Coincidence-Type Multiplier with Serial Addition

of Partial Products, Operating on Abbreviated Cycle

i

IAND circuits.
i

Figure 169 shows the modified circuit of this unit. The multiplicand

register P1 now has n + 1 columns, the multiplier register P2 has n columns,

land the product register is divided into two subregisters: P3' - the subregister
0f the n highest columns of the product, and P3" - the subregister of the n

ilowest columns of the product. The AND-I gate is used to form the partial

!products, and the AND-2 and AND-3 gates to distribute the digits of the product

iamong the subregisters P3' and P3".

! In the initial state of the unit, the multiplier occupies n-columns of a
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register PI, beginning with the extreme first, m_-_..__I÷_14___.__.... falls the entire

register P2, while the subregisters P3' and P3" are cleared. The partial pro-

ducts are formed and transferred to the input A of the adder in the same way as

in the last multiplier. The only difference is that the value of each column

of the multiplier is fed n + 1 times instead of 2n + 1 times to the input of

the AND-I gate.

The formation of the full product by successive additions of partial pro-

ducts has the peculiarity that, after each addition, one more column of the sum

takes the value of the corresponding column of the full product. For this

reason, at each operation stage of the _tiplier unit, a code pulse of the
least significant column of the sum of the partial product can be propagated to

the subregister P3" as one of the columns of the full product. In this case,

after performance of all stages of the work of the unit, the n lowest columns

of the full product will be recorded in the subregister P3".

In order to write the lower columns of the product into the subregister

P3", the control pulses CP are fed to the AND-3 gate at a time corresponding
to the first clock interval of the unit's operation at each stage, when the

code pulse of the lowest column of the sum of the partial products appears at
the output of the suhregister P3'. The control pulses do not arrive at the

AND-2 gate at these times. They are fed to it in such a way that the code /291

pulses of the columns of the sum of the partial products, beginning with the

second, will pass to the input B of the adder.

The multiplication time for two n-digit binary numbers in this unit is

T_,= [(n+ 1).+ 1]T.

This is a little more than half the time necessary to n_itiply two n-digit

binary numbers in the unit shown in Fig.168.

Coincidence-t_e multiplication units with serial input of the digits of

the partial products and parallel addition of the partial products. In such
units, multiplication is by the principle of simultaneous formation of all

partial products and their cascade-parallel addition to obtain the full product.
This is one of the fastest practical multiplication units, despite the fact

that they do operate with numbers represented in the form of serial pulse codes.

The cascade-parallel addition circuits in such units are so designed as to
ensure simultaneous addition of all partial products pairwise, with gradual

decrease in the number of summands to one, which is the full product.

Given eight partial products Pi, i.e., the full product

Z = P, + P2 + Ps + P4 + P5 + Pe + P, + P,.

the operation of cascade-parallel addition circuits can be illustrated by
Table 21.
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TABLE21

CASCADE-PARALLELADDITIONOFPARTIALPRODUCTS

Partial Ist Cascade 2nd Cascade 3rd Cascade
Products of Adders of Adders of Adders

P,
P,

P,
e.

P,+p,=

p,+e.=

The design and structural principles of a multiplier with cascade-parallel

adders will now be considered on the example of a ferrite-transistor unit de- /29_

signed to mnltiply two fourteen-digit binary numbers. Figure 170 is the cir-

cuit of this unit. The unit consists of the multiplicand register P1, the

mnltiplier register P2, the subroutine register P3, the groups of AND gates

with two inputs AND I and ANDa, four stages of coincidence adders with serial

input of the columns of the _nds E, an output AND s gate, and a generating

cell GC to control the transfer of the product to other units. The simple

ferrite-transistor cells are symbolized by rectangles on the diagram and the

generating cells by rectangles with diagonal lines; each rectangle consists of
two or three ferrite-transistor cells.

The multiplicand register PI is an ordinary ferrite-transistor shift reg-
ister with 15 columns. The two cells of the first column are an elementary

delay line ensuring the simultaneous arrival of the serial code of the mnltipli-

cand and the codes of the digits of the multiplier at the AND z gate. From the

outputs of the other 1A columns the serial codes of the mnltiplicand, mutually

shifted a single clock, arrive at the inputs of the corresponding AND s gates.

The multiplier register P2 consists of IA generating cells for the parallel

transmission of the codes of all the digits of the multiplier to the AND s gates.

The parallel input of the multiplier into register P2, i.e., the excitation of

those generating cells to which the digit 1 in the particular column of the

•nltiplier corresponds, is effected by the aid of AND x gates driven by pulses

arriving from the first 13 columns of the subroutine register P3.

The multiplier is fed to the input of the unit in the form of a serial

pulse code, the least significant columns first. When the code pulse of the
first column of the multiplier arrives at the input of the unit, a pulse 1 is

fed to the input of the subroutine register P3 from the control unit CU. This

pulse enters the input of the AND I gate of the first column at the instant at

which the code pulse of the first column of the multiplier arrives at its second
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input. If there is a one in the first column of the multiplier, then a pulse

that excites the generating cell of the first column of the register P2 is

formed at the output of the AND_ gate. The control pulse is successively de-

layed by the columns of the register P3 by one clock each, so that it arrives

at the input of the AND I gate of the column to which corresponds the code pulse

arriving at that time at the input of the unit. Thus, after the code pulse of
the most significant column of the multiplier has appeared at the input of the

unit, the generating cells of the register P2 will be excited in accordance

with the parallel code of the multiplication unit.

The excited generating cells continuously send pulses of code i to the

inputs of the corresponding AND s gates; through these gates, the codes of the

nmultiplicand, first shifted relative to each other in the register PI, arrive

sequentially at the adders of the first stage. No pulses arrive at the inputs

of the AND s gates from the unexcited generating cells, so that these gates re-
main cut off at all times.

The partial products formed at the output of the AND s gates are added /29A
pairwise by seven serial adders in the first stage. The first pairwise sums

of the partial products are added in the adders of the second stage, etc. Ulti-

mately, the full product is formed as a serial pulse code at the output of the
adder Y1s.

Depending on the scales adopted in the computer, the product may be fed

from the multiplication unit to other units, commencing at any desired column.

For this purpose, a pulse from the control unit is fed at the required time to

the generating cell GC controlling the output of the product. If the generating

cell GC is unexcited, the AND s gate is cut off and the product cannot pass from

the output of the adder Zxs to the output of the unit. If, however, a control

!pulse is fed to the generating cell in such a way that the first pulse appears
at its output at the time when the code pulse of the 9th column of the product

is formed at the output of the adder E1s, then this product will be fed to the
other units starting with the 9th column.

The inhibit pulses that stop the generation of pulses by the excited cells

are fed from the subroutine register P3. The generation can be inhibited only

after formation of all partial products, i.e., after their passage through the

AND gate. For this reason, the inhibit pulse is fed from the output of the
28t_ column of the register P3. The inhibit pulse can be fed to the generating

cell driving the output of the product to other units only after the code pulse

of the most significant column of the product has passed through the AND s gate,

as a result of which this inhibit pulse is taken off the output of the last -
37 th - column of the register P3.

The multiplication time for two numbers in this unit is determined by the

delay of the pulses in the register PI, the AND l and AND s gates, and the adders

of all stages. For the iA-column unit designed on the system shown in Fig.170,

this time Tr = 38T. If the working frequency of the unit is f = i00 kc, then
T_ = 380 _sec.

Coincidence-ty_e multiplication units with parall el input of the columns
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oi" the partial products =__A narallel addition of the partial products. Such
units, like those with serial input of the digits from the pa_ial products _nd

parallel addition of those products, contain cascade-parallel addition circuits,

except that each cascade or stage consists of a larger number of adders, owing

to the partial input of the columns of the partial products.

Figure 171 shows the circuit of such a multiplier in which the cascade-

parallel addition of the partial products is effected by means of the groups
of OA-2 and OA-3 shown in Fig.171. To simplify the circuit, the number of

places of the co-factors is only four, i.e., the multiplicand X = x4xsxsx_ and

the multiplier Y = Y4YsYsY_. The full product has eight places: XY = Z =

•" ZsZvZ6ZsZ4ZsZ2Z I ,

The partial products are formed by means of four groups of AND gates, to

whose second inputs the multiplicand is fed in parallel code. The multiplier

arrives at the AND gates likewise in parallel code, the code pulse for its

first column being fed to the first inputs of all the gates of the AND-I group,

the code pulse of the second column to the first inputs of the AND-2 group, and

so on. As a result, the first partial product is formed at the outputs of the

group of AND-I gates, the second partial product at the outputs of the group of

AND-2 gates, the third at the outputs of the group of AND-3 gates, and the

fourth partial product at the outputs of the group of AND-_ gates.

The first cascade of the adders includes the adders _x and _, the second

the adder _s. All these adders consist of OA-2 and OA-3 adders whose quantity

is determined by the number of columns in the numbers. Thus _I and _s contain

two OA-2 and two OA-3, while _s contains two OA-2 and three OA-3. The mutual

shift of the partial products during their addition is effected by fixed switch-

ing of the outputs of the AND gates, and of the inputs and outputs of the OA-2
and the OA-3.

The first and second partial products are added in the adder _I, the third

and fourth in the adder B. Their sums, in turn, are added in the adder Ye.

As a result of all these operations, the full product in parallel code form is

formed on the output buses of the unit. The code pulse of the most significant

column of the full product appears at the output of the logic OR gate, which

passes it either from the carry output of the OA-2 of the most significant

column of the adder Fm or from the carry output of the OA-2 of the most signi-

ficant column of the adder _e.

A large amount of hardware is required to build these units. However,

they are the fastest known; two numbers are multiplied in practically a single
clock time.

The multiplication unit of the ':Stz_la" co_uter is of this type.

Determinin_ the sign of the product in multiplication units. In digital
computers, as a rule, numbers are multiplied in the direct or sign-and-absolute-

value code; the significant parts of the co-factors are propagated on separate

code buses, and their sign digits on special buses.
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Note: All A mean ',AND"

I

Fig.!71 Multiplication Unit with Parallel Input of the

Columns of the Partial Products and Parallel

Addition of the Partial Products



According to the general rules of arltl_Letic, the si_u of the product will
be "+" if the co-factors have the same signs and "-" if they have different

signs. In view of the generally accepted representation of signs, it is easy

to see that their relations, for a given product sign, correspond to the re- /297

lations of the input and output signals for an 0R-OR gate. Such gates are

therefore often used to determine the sign of the product.

A monostable flip-flop can also be used to determine the sign of the pro-

duct. If the code pulses of the signs of the co-factors are fed successively

to the counter input of such a flip-flop, this device will ultimately be

switched to the position corresponding to the code of the product sign.

Section AA. Accumulators

Accumulators or counter-type adders are usually built from flip-flops and

designed for the parallel input of the columns of the summands. The stmm_nds

themselves, however, are introduced consecutively, first one summand, then the

second. The accumulators most widely used are accumulating adders with serial

carry and with simultaneous carry (or parallel carry).

Accumulator with serial carry. An accumulatorwith serial carry is the
simplest adder with flip-flops and parallel input of the columns of the sum-

mands. It consists only of flip-flops and elementary delay lines, together

with input and output gates.

Each flip-flop of an accumulator performs two main functions: adding the

digits in a certain place and registration (storage) of the digit of the sum

of that place. To perform these functions, all flip-flops of an adder mnst

have combined (counter) inputs.

The number of flip-flops in an accumulator isdetermined by the number of

columns in the sunm_nds. If an adder is designed to add the mantissas of num-

bers or of numbers with the point fixed in front of the most significant digit,

then it contains n + 2 flip-flops, where n is the number of digital places in

the summands. Two flip-flops are allotted to take the sign of the sum, since

the summands are usually represented in the form of modified codes.

Figure 172 is a schematic diagram of an accumulator-type adder with paral-

lel input of the summands and serial carry.

The adder is designed to add numbers with n digits represented by a modi-

fied inverse code. The coupling circuit between the flip-flops contains the

delay lines DL de_i_ed to delay the carry pulses, which is necessary in order

to have the carry pulses arrive at the flip-flops for the more si_uificar_
places only after all the transients due to the addition of the columns of the

summands have been completed. A delay line is also connected to the end-around

carry line, which couples the flip-flop for the most significant place of the

sign TS 2 with the toggle for the lowest-order place TI. /298

The sunm_nds are fed in inverse or ones-complement code nonsimultaneously
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to the accumulator through the input gates Bo, unblocked by the control pulses
CPI. Since all the flip-flops of the adder were at first in the state O, they
will record the code of the first summand when it is fed. After the transients

in the flip-flop have decayed, the second _nd is fed in. The following

CBN

Fig.172 Accumulator with Parallel Input of Columns of

Summands and Serial Carry

takes place now: If there is a zero in the given column of the first summand

and a one in the second column, then the pulse arriving at the toggle input
flips it from the state 0 to the state l; but if there are ones in the given

column of both summands, then the pulse flops the toggle from the state 1 to

the state 0 and forms a carry pulse which arrives through the delay line at the

input of the flip-flop of the next higher column. If the carry pulse is fed to

the input of a flip-flop which, after adding the digits of the summands column,
is in state i, then it will reset this flip-flop to the state 0 and cause a
further carry.

After all carries, the flip-flops of the adder are set to the states cor-

responding to the digits of the inverse code of the sum and will remain in
these states as long as desired, so that the accumulator can also perform the
functions of a sum register.

The shortest allowable latency time for the carry pulses on the delay
line (DL) depends on the parameters of the toggles on which the adder is based.

jFor most adders with vacuum or transistor toggles, this is a few microseconds.

!The maximum allowable latency time is determined by the recuired speed of the
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accumulator. Since, with increas_qg delay time td of th_ cazry pulse_q on the

DL, the time required for adding :_umbers is also increased, usually a time td

close to the minimum allowable is selected, namely, a few microseconds. Mono-

stable multivibrators are used as the delay line to obtain such a delay time

¢Pa

Fig.173 Schematic Diagram of Two Columns of an Accumulator

in some accumulators.

Figure 173 is a schematic diagram of two adjacent coltmms of an accumu-

lator, using monostable multivibrators as delay lines. Here, each flip-flop

and vibrator is based on two semiconducting triodes or transistors.

We have shown above that, in the accumulator under discussion, numbers i

represented by their ones-complement codes are added algebraically. Their ___
!sum will also be represented by ones-complement code, since end-around carry isi

accomplished in the accumulator. However, it is necessary to feed the value of

the sum to other units in the direct or twos-complement code. Here, two groups I

of output gates B_ and Bs are connected to the accumulator. The gates B I are

connected to the right outputs of the flip-flops of the digital columns of
their adder. These gates are opened when the corresponding toggles are in

state 1. They are therefore called direct-code gates. The gates Bs are con-

nected to the left outputs of the flip-flop. They are opened when the corre-

sponding toggles are in state O, and are therefore called inverse-code gates.

The transfer of the direct code of the sum to other units through the
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number code buses (GBN) is controlled by the gates Bs and B4, connected to the

output of the flip-flop of the highest sign cclumn TS 2. The gate Bs is opened

if and only if the flip-flop TS 2 is in the state O, and the gate B4 if and

only if that flip-flop is in the state 1. The pulse CPs, directly driving the

transfer of the code of the sum from the adder, is fed simultaneously to both

gates B3 and B4. Passing through one of them, which is opened in accordance
with the sign of the sum, this pulse arrives at the shaper Sh and then at the

input of the gate B_ or B_, so that the direct code of the sum is transferred
to the other units.

The sign digit is fed with the values of the digital places of the sum to

one of the code buses. If the sum is positive, then the pulse CPs passes

through the gate Bs, and nothing enters the sign code bus which corresponds to
the code 0 or to the + sign. If the sum is negative, the pulse CPs passes

through the gate B4, and thus the inverse code of the number formed in the

accumulator, i.e., the inverse code of the direct code of the sum, is trans-

ferred. In this case, a pulse representing the code 1 or the minus sign,

arrives at the sign code bus.

In adding fixed-point numbers, a check must be made for overflow after

obtaining the sum. When numbers in modified codes are added, the indication

for overflow is a difference in the sign places, and for this reason it is suf-

ficient, in checking the correctness of the sum, to compare the sign digits.

In this system a separate flip-flop T_whose state corresponds to the
value of the criterion _ is used to produc_ the criterion _, which is one in

the case of overflow. To check the accuracy of the sum, the control pulse CPm

is applied. This pulse is propagated to the inputs of the gates B6 and B 8

connected to the right outputs of the sign-digit flip-flops TS 1 and TS 2. If

only one of these gates is open, which can happen only in case of overflow, /301

then a one pulse arrives at the input of the flip-flop T , flipping it to the
state 1. However, if both gates B6 and Bs are cut off o_ opened, then the

final state of the flip-flop T_will be the zero state since, in the former
case, no signal at all will arrive at its counter input and, in the latter case,
two pulses will arrive at separate times, switching the flip-flop successively
into states 1 and O.

The following is the sequence of operation of the accumulator shown in

Fig.172: First, a general clearing pulse is applied which sets the adder into

the original position inwhich all the flip-flops are in the zero state. The

inverse codes of the sunmBnds are then fed consecutively, while the control

pulses CP I are being fed to the gates. After input of the second summand, the
inverse code of the sum is set up in the adder. To check the correctness of

the sum, the pulse CPs is applied under whose action the value of the criterion

is produced. If _ = l, the calculation is broken off; if _ = O, the control

pulse CP s is fed, which causes transmission of the direct code of the sum to

the other units of the computer.

Since numbers are stored in direct code in the computer memory, an addi-

tional register is necessary to obtain their inverse codes before input to the

accumulator. This additional register is connected with the adder through two
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groups of gates having a function similar to the direct and inverse code gates
v_ _A,_acca_ulato_ propez-.

In an accumulator with parallel input of the summmndcolumns and serial
carry, the maximumadding time Tma: of two n-digit binary numbers is determined
primarily by the time required for the carry pulse to pass from the flip-flop
of the lowest-order position to the flip-flop of the highest. Considering that
the adding time is the time from application of the code pulses of the first
_d to the adder to the time the flip-flops are set in the states corre-
sponding to the digits of the sum, T a: can be calculated by meansof the
formula

T_=T+(n+2)(tj, +_)+t,r

where T is the time from application of the code pulses of the first summand

to the adder to the time of application of the code pulses of the

second summand;

ttr is the time taken by the transients in the flip-flop;

td is the pulse delay time in the delay line.

In practical calculations t_r is often neglected, and t_ is considered
equal to T. Then,

r_,, = (n + 3) r.

If an accumulator is used in a multiplying system, only n of its flip-
flops will be working, since the partial products are added without considering

the signs of the co-factors. In this case a carry from the n-th digital ___

place is possible, so that the maximnm adding time Tal , is determined by the
formula

Tin,_ = (n + 1) 7'.

Accumulator with parallel carry. An accumulating adder with parallel
carry is not particularly fast, since the adding time for two numbers is pro-

portional to the number of places they contain. Additional circuits are intro-
duced for parallel (simultaneous) carry, which considerably shortens the adding

time in these accumulators.

The principle of parallel carry is that an arriving carry pulse, when add-

ing the digits of any column of the _ds, is propagated in the direction of

the higher columns while avoiding all flip-flops that are in state 1. If there

is any flip-flop in state 0 on the path of such a carry pulse, then this pulse

sets it in state 1 and is stopped from going beyond that point. All fllp-
flops that had been bypassed by the carry pulse are automatically reset to the

state 0. This makes serial (cascade) carries superfluous.

The principle of parallel carry is illustrated by the example in Table 22

where, for comparison, we also give an example of serial carry.
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TABLE 22

ADDITION WITH S]_IAL AND PARALLEL CARRY

Form of Car_

Serial

Parsl I el

-Ii gn of] Columns
O_erm-

tion VII V IVI If]Ill ]

• Summands and Carries

+

+

+

+

+

0 0 1

1 0 0

| 0 1

I 0 1

1

ololl1 0 o

1 1

0 i

1 -

0 0

0 0

1 1

0 1

Second summsnd

First summand

First intermediate sum

Carry

Second intermediate sum

Carry

Third intermediate sum

Carry

Slim

First summand

Second summand

i

b

Intermediate sum

Carry

0 Sum

Accumulators use loops with gates, connected to one circuit or the /303
other, for parallel carry. The system of connecting the gates in series with

a special carry loop is most widely used.

Figure 17L shows the diagram of several places of an accumulating adder to

illustrate the principle of the parallel carry loop. The gates of group BI

constitute the carry loop; they are directly driven by the flip-flops of the
adder: If the flip-flop of a certain column is in state I, then the corre-

sponding gate is open and vice versa. The carry pulses produced at the flip-
flop outputs pass to the carry loop through the gates of group Bs, which are

driven by the clock pulses CIP fed from the control unit. A pulse arriving at

the carry loop first passes through the gates of group Bx, corresponding to a

flip-flop in state O. In this case, the carry pulse passes through the delay

line DL to the input of the flip-flop in state O, and also to the inputs of
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those flip-flops that were in state i and which had been bypassed by this

...... th_ carny luop.

The carry pulses must be somewhat delayed in the gates of group Bs so that

the pulse will arrive in the carry loop after the fllp-flop of the next higher

Fig.17&

S.mmand input

Bu_d-Up of Parallel Garry Loops in an Accumulator

column has been set to state I or 0 by the code pulse from the second summand.

Assume that the number Olll is written in the flip-flops of the adder,

and let it be required to add the number O001 to it. In this case, the initial

state of the adder will be: flip-flops T:, Ts, and Ts in state l, i.e., gates
B_, B_ and B_ open; flip-flop T, in state O, i.e., gate B_ cut off. The num-

ber 0001 is fed to the toggles of the accumulator in parallel pulse code. The

code pulse for the first place of this number flops the flip-flop T_ into
state O, causing the carry pulse to be produced at its output.

Simultaneously with the input of the code of the second stmmmnd into the

adder, a clock pulse CIP is fed to the gates of group Bs. For this reason, the

carry pulse arriving at the output of the flip-flop TI passes through the
gate B_ into the carry loop, along which it proceeds to gate B_ and, through

the delay line DL, arrives at the inputs of the flip-flops Ts, Ts, and T4. The

flip-flop T4 is set to state l, and the flip-flops Ta and Ts to state O. Pulses

of the second carry thus are formed at the outputs of the flip-flops Ts and Ts.

They cannot, however, reach the carry loop since the clock pulse opening the

gates B2 is fed, in the case of addition of numbers, only when the code of the

second summand is fed, and actuates the gates Bs at the instant when the forma-

tion of second carry pulses stops.

If, during the input of the code of the next mmmmnd, carry pulses are

produced at the outputs of several flip-flops, then the propagation of pulses

along the carry loops and the switching of the flip-flops to the states corre-

sponding to the code of the sum proceed similarly to the processes described

in the above example. Thus, the time required for adding two numbers in an

_ccumulator with parallel carry loops is shortened to two working clocks, i.e.,

TT - 2T, and no longer depends on the number of columns in the summands.
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Section _5. Circuits for Operations of Multiplication and
Division with Accumulators

Coincidence arithmetic units as a rule have no special m,_ltiplication or

division equipment. When multiplication and division operations are being per-

formed, the registers and the adder of such arithmetic units are switched by

specific systems which, in most cases, are designed to utilize accumulators

capable not only of adding numbers, but also of storing the intermediate and

final results of the operations.

Multiplication circuits can be designed according to one of four possible

variants. In practice, however, the only multiplication systems in wide /305
use are those that shift the sums of the partial products in the adder and

those that shift the multiplicand in the corresponding register of the AU. Of

Mu)tiplier input
M

_ .|

!

!
I pa _)1

too...
Multiplicand input

Fig.175 Scheme for Performing the Operation of

Multiplication with Shifts of the Sums of the
Partial Products in the Adder

the possible division schemes, the system shifting the dividend and remainders

in the adder is most frequently employed.

When using a system that shifts the sums of the partial products in an

adder, multiplication begins with the lowest-order place of the multiplier. In

this case, the sequence of the elementary operations in multiplying two numbers

is similar to the conventional procedure for performing this operation by hand,
i.e., on a sheet of paper. The difference is only that in the arithmetic unit

each of the newly formed partial products is directly added to the accumulated

sum of the preceding partial products. The relative nmtual shift of the partial
product is accomplished by shifting their sum before each addition of the next
partial product.

The organization of the relations between the parts of a coincidence arith-

metic unit in performing the operation of multiplication by a system shifting

the sums of the partial products in the adder is illustrated in Fig.175. This

diagram shows that the register P1 is used to take the multiplicand and regis-

ter P2 the multiplier; the partial products are formed by means of the group of
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gates B, while the sumsof the partial products and the full product are formed
in the accumulator _. The sequence of o_erat_nnq _n ,_I÷_I_o+_^_ _'.... _

trolled by the local control unit LCU which, in the general case, may form part
of the control unit of the computer.

The registers PI and P2 are of the n-column type, if the mantissas of the

number being multiplied each have n digital places. The signs of the co-factors

are usually fed to a separate system for determining the sign of the product,
and therefore the sign columns of the registers P1 and P2 are not considered in

multiplication. The register P2 must necessarily have shift lines to the right,

toward the lower-order places. This is necessary in order, during the process

of multiplication, to feed the LCU successively with the digits of the multi-

plier used to form the partial product.

The adder used in this system of multiplication has n main columns and /306

two auxiliary columns. The lowest of the auxiliary columns is used for round-

ing off the n-digit product, and the highest to take the carry one from the

n-th main column, which can be formed on adding the next partial product to the

accumulated sum of the partial product. There is a rightward shift loop for

shifting the sums of the partial products toward the lower-order columns.

Multiplication in the scheme shown in Fig.175 is performed by successive
shift of the codes in the adder and register P2 and sequential addition of the

code transmitted through the gates B to the codes already in the adder. On the

first shift, the value of the lowest place of the mnltiplier is transferred

from the register P2 to the local control unit. If the lowest place of the

multiplier was l, then the local control unit emits a signal to open the gates B

through which the multiplicand enters the adder as the first partial product.

But if the lowest place of the multiplier was O, then the signal to open the
gates is not produced. This corresponds to a zero first partial product. On

the second shift, the value of the second place of the multiplier is transferred

from the register P2 to the local control unit, and the first partial product

is shifted one column to the right in the adder. Then the second partial pro-

duct formed by the aid of the gates B is added to the first partial product,
and so or_.

After all shifts and additions have been performed, and a shift is accom-

plished in the adder after each addition, the value of the full product of

n + 1 columns is formed in the adder; the n - 1 lower-order places of the pro-

duct are lost during the operation. The loss of these lower places has practi-

cally no effect on the accuracy of the result, since in each shift in the adder

the lower place of the product that does not participate in the following addi-

tions is lost. In a computer operating with n-digit binary numbers, the result

of the operation of multiplication must likewise be n-place. For this reason,

the (n + 1)-place product actually obtained is rounded off to the value of the

n hi@best places. The roundlng-off operation is performed as follows: If the

lowest auxiliary column contains a l, then 1 is added to the lowest of the
main n-columns. If, however, the lowest auxiliary column has a O, then this

addition of 1 is not performed. With this rounding, the error of the n-place

product does not exceed a half-one in the least significant place.
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In some cases it is necessary to preserve all 2n places of the product.

To prevent the loss of the less significant digits of the product shifted out

of the adder during the shifts, they may be transferred to the cleared higher-

order columns of the multiplier register P2. The transfer loop for the lower-

order places of the product to the multiplier register is shown by the broken /30 _

line in Fig.175.

The principal advantage of this multiplication scheme is its simplicity

and the high accuracy of the result. Indeed, if only n-column registers and

Fig.176

Mu]tip|ier input

Multiplicand input

Multiplication Scheme with Shifts of

Multiplicand in the Register

adders are used, it is possible to obtain the exact value of a 2n-place product.

If, however, the n-place product is formed, then to obtain it with an error

_t exceeding a half-one in the lowest-order place, it is sufficient to use
only one auxiliary column in the adder (the sign column of the adder is ordi-

narily used as the highest auxiliary column). Another advantage of this scheme

is the fact that it can be converted with relative simplicity into _ _ivision
scheme.

Its disadvantages are the complication of the adder design by addition of

the loops for shifting the code to the right, as well as the relatively long

multiplication time. It is not possible to have the shift and adding period

coincide in ordinary adders, and therefore for this system:

Ty : n (Tt + Tsh),

where T,h is the code shift time in the adder for one place to the right.

The multiplication scheme in which the multiplicand is shifted in the reg-

ister is shown in Fig.176. When this scheme is used, multiplication commences

with the most significant digit of the multiplier, i.e., the partial product of

greatest importance in the _k_ll product is formed first. The multiplicand, as

before, is placed in the register PI, the multiplier in the register P2, and
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the sum of the partial products formed by means of the group of gates B is
accumulated in the ac_1_;lator r,

Since the multiplication begins with the most significant digit of the

multiplier, the register P2 in this system has a leftward code shift loop. The

adder itself has no shift loops, but to obtain the m_tual shifts of the partial

product, successive shifts of the multiplicand one place to the right in the

register PI are used. The absence of shift loops in the adder simplifies /308

its circuit, which improves operating reliability in adding a partial product.

This is an important advantage of multiplication with shifts of the multipli-
cand.

However, to perform multiplication by this system with the required accu-
racy, the mnltiplicand register, the adder and the series of gates need more

hardware than in the system of Fig.175. If these building blocks are of the n-

column type, then with each shift of the multiplicand during the operation its
digits will be successively lost and the formation of the full product will take

place by adding the "abbreviated" partial products. In this case the full pro-

duct contains a large error. In the worst case, when the code factors have

ones in all columns, the error of the n-place product is n - 1 units of its

least significant digit.

To preserve all the places of the nmltiplicand during the shifts and obtain

the accurate value of the product in this system, a 2n-column register P1 and

adder may be used. This solution almost doubles the equipment required for the

arithmetic unit and is obviously unrational. In practice, it is sufficient to

obtain an n-place product with an error not exceeding the value of half a unit
(or even a whole unit) of the least significant digit. It is therefore possible

to use (n + p )-column multiplicand register and adder instead of the 2n-column

type, the value of p being much less than n.

The number p of auxiliary columns of the nmltiplicand register and adder
for the scheme shown in Fig.176 is calculated by the following simple formula:

2p-'_ n--p--l.

The "Ural-l" computer uses this mnltiplication scheme, n = 35, p = 6,

which is entirely in agreement with the results of the above formula.

Multiplication is performed in the scheme shown in Fig.176 by successive

shifts and additions, as in the scheme of Fig.175. On the first shift, the

multiplicand is shifted one place to the right, and the multiplier one place to

the left. According to the value of the digit of the most significant place of

the multiplier, the multiplicand is either transferred or not transferred to the

_dder as the first partial product. The multiplicand and multiplier are again

shifted, etc. After n shift-and-add cycles, an (n + p)-place product is-formed

in the adder. The n main places of this product are rounded off to the value

of the highest of the p additional places.

Since no shifts are performed in the adder itself, the addition cycles
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coincide with the code-shift cycles in the multiplicand and mnltiplier registers.

This coincidence decreases the n_ltiplication time, determined by the formula

T,=nr=

if the clock time for addition by the scheme in Fig.176 is longer or equal to

the clock time of the shift.

In addition to these variants of multiplication schemes, a scheme without

shifting the code in the adder and registers is used in some coincidence and

Fig.177 Multiplication Scheme with Registers and

Adder without a Shift Loop

block arithmetic units. In such a scheme, the partial products are formed and

mutually shifted by means of a matrix of gate circuits whose elements are sub-

Ject to fixed switching among themselves and whose outputs are permanently con-

nected to the inputs of certain columns of the adder.

Consider the design principle of the multiplication scheme without shifting

in the adder and registers, on the example of the unit shown in Fig.177, de-

signed to multiply three-digit binary numbers. The multiplier register consists

of the flip-flops TI, Ts, and Ts, and the multiplicand register of the flip-

flops T'I, T's, and T's. The gates B I, Bz, and B s are used to obtain the sig-

nals of partial-product formation while the group of gates B' _, B' _, and B' s of

the common gate matrix are used to form and mutually shift the partial products

transmitted in parallel code to the accumulator.

The gates BI, Bz, and B s are driven by the flip-flops TI, Ts, and Ts, /310

respectively. Each toggle of the multiplicand register drives one gate of each

group B' I, B' s, and B' s. Therefore, when a pulse is applied simultaneously to
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the inputs of all the gates of any group, the parallel code of the multiplicand

is formed at their outputs as a partial product.

The formation and transfer of the partial products to the adder is accom-

plished by feeding the control pulses CP to the gates BI, B2, and Bs. Let IGI

be the multiplier. Then the control pulse CPI fed to the gates passes through

gate B I and arrives at the inputs of all gates of group B' I, forming at their

outputs the parallel code of the first partial product, which is written into

the rightmost columns of the adder.

The second partial product is formed and propagated to the adder when the

control pulse CPs is applied. In this case, the pulse CPs does not pass through

the gate B2, since Bz is cut off. Thus, nothing is transferred to the adder,

which corresponds to zero value of the second partial product.

The third control pulse CPs passes through the gate Bs and forms the third

partial product at the outputs of the gates of group B' s, which partial product

is transferred to the adder with a shift of two places relative to the first

partial product, on account of the corresponding fixed switching of the outputs

of the gates of all groups.

The value of the product of the numbers being multiplied is set up in the

accumulator after decay of the transients produced with the addition of the

third partial product.

Realization of this scheme requires construction of a rather bulky matrix

of gate circuits of which n2 are needed for 2n-place products. The gate matrix

can be simplified by using ferrite-core circuits. If the product is required

to n-places with an accuracy to within one unit of the least significant place,

then some of the least significant columns of the adder and the corresponding

gates of the matrix can be eliminated entirely. In this case, it is sufficient

to have an (n + p)-column adder, where the number of auxiliary columns of the

adder p is calculated as for the scheme given in Fig.176.

Division schemes are usually formed by converting the corresponding multi-

plicatior_ schemes; if necessary, additional groups of elements are added to the
overall scheme. Thus the scheme of Fig.175 can be converted into a division

scheme by introducing in the adder and register P2 leftward shift loops, and

also by using the second group of gates to transfer the divisor to the adder in

the inverse (or complement) code.

For a widely used division scheme with shifts of the divisor and re-

mainder in the adder, an algorithm with restoration of the remainder has been

adopted. This algorithm is formulated as follows for cases of division of the
mantissas of numbers minus one"

i ) Subtract the divisor from the dividend or compare them; if the dividend

is less than the divisor, i.e., if the difference is negative, then division is

possible since no overflow will occur; in the opposite case, a _ signal is pro-

duced, on which the entire computer may stop.
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2) Restore the dividend if, as a result of the first operation, a negative

number is obtained, by adding the divisor to that negative number; double the

dividend by shifting it one place to the left.

3 ) Subtract the divisor from the doubled dividend; if the difference is

positive, then the first (most significant) digit of the quotient is I, and the

first remainder will be the difference between the dividend and the divisor;

but if the difference is negative, then the first (most significant) digit of

the quotient is 0, and the first remainder is the restored doubled dividend.

Fig.178 Scheme for Operation of Division

A) Double the first remainder by shifting it one place to the left.

5) Subtract the divisor from the doubled first remainder; form the second

digit of the quotient and the second remainder by rules similar to (3), etc.

Layout of the links between the building blocks of a coincidence arithmetic

unit in performing the operation of division by means of the above alg_ _thm

will be illustrated by the help of the diagram in Fig.178. This schem • shows

that the register P1 is used to take the divisor, the register P2 to take the

resultant digits of the quotient, and the accumulator E to take and shift the

dividend and remainder. The gates of group B ia, are used to transfer the di-

visor to the adder in inverse code, and the gates Bal r to transmit the divisor

to the adder in direct code. The digits of the quotient are directly determined

by means of the gate BI. The local control unit LCU ensures the required se-

quence of the elementary operations during the overall operation of division.

The registers P1 and P2 have n-columns. The signs of the dividend and di-

visor are usually fed to a separate system for determining the sign of the /312

quotient (this is usually coincident with the system for determining the sign
of the product), for which reason the sign columns of the registers P1 and P2
are not considered in division.

The register P2, which takes the arriving digits of the quotient, thc
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higher places last, has a left-shift loop.

The adder used in this scheme has n + i digit columns. The number of

columns of the adder _mst be one more than that of the registers, so as not to
lose the most significant digits on doubling the dividend and remainders. The

sign column of the adder serves to determine the sign of the difference between

the dividend (remainder) and the divisor. The flip-flop TS for this column,

drives the gate B I. When the flip-flop is in state 0, which corresponds to a

positive difference between the dividend (or remainder) and the divisor, the

gate BI is opened; in the opposite case the gate B_ is cut off. It must be

noted that, for correct formation of the sign of the difference, a code signal 1

is transmitted to the TS when the digital portion of the divisor is transmitted
in inverse code to the adder.

Division by the scheme of Fig.178 is performed in the following sequence

of operations: The possibility of division is first determined. For this

purpose, the divisor is fed to the adder in ones-complement code. If the dif-

ference obtained is negative, then division is possible, and for this the divi-

dend is restored by transmitting the divisor in sign-magnitude form to the

adder. The dividend is then shifted one place to the left, and the formation

of the digits of the quotient begins. The dividend is again fed in ones-comple-

ment code to the adder. After completion of the transient processes, a "query"

signal is fed from the local control to the gate B_. If the remainder is posi-

tive, then gate B: is opened and the value of a one of the most significant

place of the quotient is recorded in the register P2. In the opposite case,

the gate B_ is closed, and the value 0 is recorded in the register P2 for the

most significant digit of the quotient. Then the figures in the register P2

and adder are shifted one place to the left, a negative remainder in the adder

having first been restored, the divisor being fed to the adder in inverse code,
etc.

After n such successive steps, the value of the quotient is set up in the

register P2. Its most significant digit, after all these shifts, is now in the

leftmost column. Obviously, for each step of division a single shift and a

single addition must be performed; if the remainder has to be restored, the

number of additions per step increases to two. Thus, the average division time

in the scheme of Fig.178 is determined by the formula

The division time can be somewhat shortened if division is performed by

an algorithm without restoring the remainder, as is done in the Ural-2 computer.

However. this involves _me decrease i..... -_.

Section A6. Coincidence-Type Arithmetic Units

Arithmetic units of the coincidence (universal) type are used in most

modern general-purpose and special-purpose machines. Such arithmetic units
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usually consist of flip-flop registers, an adder, groups of gates, and certain

other auxiliary pieces of hardware.

Coincidence-type arithmetic units, based on flip-flop circuits, can be

subdivided into two principal forms:

Units with accumulators and toggle registers (AU with explicit adders);

the BESM-2, Ural-l, Ural-2, Ural-_ and other computers have units of

this type.
Units with toggle registers ant groups of elements to perform the ele-

mentary logic operations (AU without explicit adders); the M-2, Minsk-I

and other computers have units of this type.

An arithmetic unit with an explicit adder is based in most cases on an

adder with parallel input of the columns of the surrounds and with parallel

carry. In addition, the AU includes two or three flip-flop registers, groups

of gates, and a local control unit. The registers, and sometimes the adder,

have several code shift loops.

The adder is designed to add the number codes, while the registers receive,

store, and shift the codes of the numbers on which the various operations are
performed and, in conjunction with the groups of gates, convert the sign-magni-

tude form of a number into its twos- or ones complement and vice versa. The

results of the operations are fed to the other units either from the adder or

from one of the registers, depending on the type of operation performed.

Arithmetic units with explicit adders are designed to perform several ele-

mentary operations that form part of any arithmetic or logic operations to be

performed in the computer. These operations, for example, may include:

Receiving, in the functional blocks of the arithmetic unit, the code of the

number from the memory unit or some other unit of the computer.

Transmitting the code of a number to the memory unit or some other unit of

the arithmetic unit.

Converting the direct code of a number into the complement (or inverse)

code, or vice versa.

Shifting the code of a number toward the more significant or less signifi-

cant places.

Performing addition of number codes.

Resetting the flip-flops of the registers and adder to the state O.

The required arithmetic or logic operation is performed in the unit under
the action of signals arriving from the local control and requesting the build-

ing blocks of the AU to perform elementary operations in a certain order. The

adder of the AU plays the major role here.

An arithmetic unit without explicit adder is based on four flip-ilop reg-
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isters, in the coupling loop between whoseco±umns_ne AND, OR, and OR-ORgates

The flip-flop registers are used to receive, store, and shift the codes of
the numbers on which arithmetic and logic operations are being performed, to

Fig.iV9 Block Diagram of Four-Register
Arithmetic Unit

_orm the intermediate and final results of the calculations, and to feed these
to the other units of the computer. The AND, OR, and OR-OR gates are used to

make sure that the operations on the numbers in this arithmetic unit are per-
formed according to the rules.

Figure 179 is a general block diagram of a four-register AU without ex-

plicit adder. The unit is connected with the memory unit through the register
P_, which directly receives the numbers from the MU and feeds the results into

it. The criteria of the results are also transmitted from this register to the
control unit CU.

The codes of the numbers can be fed from the register PA to the registers

P1 and P2, and the results of the operations, formed in register P1, to the

register PA. The links between the registers through the groups of logic cir-

cuits, modifying the codes fed to their inputs, are shown on the diagramby
broken lines.

The local control LCU is used to control the operation of the arithmetic
unit during its operations on numbers. It produces certain series of instruc-

tion pulses which are fed to the registers and logic circuits of the arithmetic
unit under the action of signals arriving from the central control unit CU.

For certain operations there are shift loops in the registers PI and PA
(shown on the diagram by reversed arrows).

Arithmetic units of this type are designed to perform the following arith-

metic and logic operations: addition, subtraction, multiplication, division
and comparison, and sometimes also for logical multiplication (separating part
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of a number). Addition is the most important of these operations, all of the

other operations ultimately reducing to it.

Addition is performed by special rules in two steps.

The first step is to determine and record the binary carry ones in all

columns. The binary carry one in the i-th column is recorded in the following

cases:

if the (i - 1)-th columns of the summands contain ones;

if the digits in the (i - 1)-th columns of the sunmmnds are not the

same and there is a carry from the (i - 2)-th column to the (i -1 )-th
column.

TABLE 23

FORMATION OF BINARY CARRY ONES AND OF THE SUM

(_A3lu_'l s _,'1 V IV Ill II l

]st summand

2nd summand ....

Codes of carries •

Value of sum
o

0

The second step is to determine the magnitude of the sum by changing the

digits of the first summand according to the following rules:

The digit of a given place of the sum equals the column of the first sum-

mand, if the carry to that column is the same as the column of the second
stm_m_nd.

The digit of a given place of the sum is different from the column of the

first sunmmnd, if the value of the carry to that column is not the same as the
value of the column of the second summed.

The formation of binary carry ones and Of the sum of two numbers by these

rules will be illustrated by the example given in Table 23.

The rules for performing the operation of addition in two steps may be

written in the form of logic functions. For this purpose, we introduce the
following notation:

Pi - signal of carry to the £-th column, corresponding to l;

Pi-1 = signal of carry to the (i - 1)-th column, corresponding to l;
xi(_i); xi.l(x:. I) = digits of/the i-th and (i - 1)-th columns of the
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firs_t .s_mnd. corresponding to I and O;
v.(v. ]. v, ,(v,_,] = digits of the i-th and (i - l)-th columns of the

second" s_d'corresponding to i and O;

S:i = signal for change in the value of the i-th column of the first
summand in forming the sum.

It follows directly from the rules that

Pt -----xl-lYl-1 + (xi-]Y_-i + xt-lYi-1) P_-l;

s_, = (P,3, + >,y,) (P,y, + P,y,) = P,), + _,y,.

Thus to form the binary carry ones, two AND gates with two inputs, one

OR gate with two inputs, and one OR-OR gate must be used in each column. To

form the signals for change in the values of the columns of the first summand,

Fig.180

,Ip3

I
I
i I

I I
I I I I[

I I ,.y,_j t___1 L_ L_

Structural Schemes for Addition in Arithmetic

Units without Explicit Adder

a single OR-OR gate in this column is sufficient.

In performing the operation of addition, the first summand is placed in

the register P1, the second in the register P2, and the binary carry ones are

taken by the register P3. The sum is obtained in the register P1.

The structural scheme of the three least significant columns of the second

part of the register, during their addition, including the loops for forming
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the values of the carries and the final sum, is shown in Fig.180. The first

summaud X = ..., x3xsx:, the second Y = ..., YsYsY_, and the sum Z = ...,zszsz_+

The links between the columns of the registers required to form the values of

the carries and the final sum, are constructed in strict accordance with the

above rules and logic functions. In these links, AND, OR, and OR-OR gates are

used. When connected to the register flip-flops, they have three inputs each

instead of two. Tho inputs are connected to the potential outputs of the flip-

flops, and the control pulse from the local control element is fed to the third

input. This pulse passes to the output of this scheme only if the signals of

code 1 at the first two inputs agree for the AND gate and if the signals dis-

agree for the OR-OR gate. It is natural to use such gates, since their main

inputs are potential, while the output must be pulsed.

In the M-2 and M-3 computers such gates use semiconductor diodes, and the

OR-OR gate is called the non-coincidence decoder.

The circuit forming the value of the carry in each column except the

second includes two AND gates, one OR-OR gate, and one OR gate. This circuit

consists of two branches, each corresponding to one of the two rules for forma-
tion of binary carry ones.

The branch of the carry loop to the third column, obeying the first rule,

includes the AND s and OR I gates. Let us assume that the second columns of the

summands are 1. Then the flip-flops Ts and T'm will be in the state 1 and open

the AND s gate. The control pulse will pass through the AND s gate and then

through the OR I gate, and will ultimately set the flip-flop T' s to state 1.

The second branch of this loop, including the ANDm, OR-OR4, and OR l gates,
obeys the second rule of formation of the binary carry ones. In fact, if the

digits in the second columns of the mmmmnds are different, then the flip-
flops Ts and T's will be in different states and will thus open the OR-OR 4 gate,

which will form a signal that will open the AND s gate. Now, in the presence of

a carry pulse from the first column to the second, this pulse can pass through
the AND s gate and then through the ORI gate, ultimately setting the flip-flop T_
to state 1.

The loop forming the value of the sum in each column includes one OR-OK

gate. The gate in the loop for forming the sum in the third column is called

OR-OPt. It fully ensures satisfaction of the rules of sum formation. In fact,

if the value of the carry to the third column is the same as the digit of the

third column of the second summand, then the flip-flops T"s and T's will be in
the same states, so that the OR-OR S gate will be cut off. The control pulse

cannot pass through it and arrives at the input of the flip-flop Ts, which re-
mains in the previous state, showing the digit of the first summand as the

digit of the sum.

If, however, the value of the carry to the third column is not the same as

the digit of the third column in the second summand, then the flip-flops T"s
and T's, being in different states, will open the OR-OR s gate. The control /318

pulse will pass through this gate and switch the flip-flop Ts, obeying the rule
for the change in digit of the first su_nand in forming the sum.
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When this arithmetic unit is used on a fixed-point computer, it is de-

igned ...... "'- -;s to conduct operation_ on _a_ _,u_r_ ,_ _,_ _u_,,. _._ o_A of the

result is determined in a special building block based on a flip-flop. The

complement of a number fed into the registers P1 and P2 can be formed there for

the operations of subtraction and comparison.

An indication for overflow during addition is the formation of a carry 1
in the (n + 1)-th column where n is the maximum number of columns of the sum-

mands. The register P3 has a special flip-flop T_ to indicate this carry 1.

The operation of comparison of two numbers is performed as follows: The

numbers X and Y are placed in the registers P1 and P2, respectively. In the

register P2 the complement of the number Y is taken:

Y'=I --[Y[.

Control pulses are then sent to the logic circuits of the carry loops to
show the ones in the corresponding flip-flops of the registers P3. It is then

easy to determine from the state of the flip-flop T_ which of the numbers, X
or Y, is greater. In fact, the sum of the numbers X and I" is

S=lXl + l Y'l= 1--(I Yl--I Xl).

at [xl_[YIS_ l,

at IXl>lgIS> l,

at IXl=lglS=l.

This means that, if the flip-flop Tm is in the state I, then IXl _ IYl,

but if it is in the state O, then IXI < _YI.

Thus, in comparing the absolute values of two numbers, no operation is

performed on the numbers themselves, except for taking the complement of one of

them, which does not result in its loss. This permits us to simplify the oper-
ation of division.

In subtraction, the minuend IXI is placed into the register PI, and the

subtrahend IYI into the register P2. The difference is formed in the register
P1.

Subtraction in an arithmetic unit consists in calculating the value of

IXI - IYI if IX1 > IYI, or of IYI - IX1 if IYI > IXl. The difference of two
numbers is obtained by adding the minuend to the complement of the subtrahend,

disregarding the carry to the (n + 1)-th column (for determining the absolute

value of the difference).

The relation between the numbers IXl and IY! is determined by the corn- /319
parison, taking the complement of the number in the register P2. If the flip-

flop T_ is in the state 1 as a result of the comparison, then IXI > !YI, and
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the absolute value of the difference is formed by addition in the register PI.
But if the flip-flop T_ is in the state O, then IXl < !YI. In this case, the
complements_of both numbers IXI and IYI must be taken in the registers P1 and
P2, and addition must be performed only after this is done. The result of that
addition will be the formation of the absolute value of the difference in the
register P1.

In multiplication, the multiplicand is placed into the register P2 and the
multiplier into the register PA. The sumof the partial products is then ac-
cumulated in the register P1.

Multiplication reduces to the alternating shifts of the contents of the
registers P1 and PA and adding the content of the register P1 to the multipli-
cand in the register P2. In this case, addition will take place if and only if
the flip-flop of the least significant column of the register PL is in the
state 1 (the shifts are toward the less significant places).

In the operation of division the dividend is placed into the register P1

and the divisor into the register P2. The quotient is formed, column by columm,

beginning with the most significant column, in the register PA.

Division is performed in the following sequence, which is the same as the
usual rules for division:

1. After placing the divisor into the register P2 and the dividend into the

register P1, the complement of the divisor is taken and the carry one is placed

in the register. If this flips the flip-flop T_ to the state l, then division
is impossible since the dividend is greater than the divisor and the absolute

value of the quotient will be greater than unity. But if T0 is in the state O,
then division is possible and the arithmetic unit proceeds to perform it.

2. The division begins with the shift of the dividend and quotient one

place to the left; this sets 0 in the flip-flop of the least significant column

of the quotient register PA. If the flip-flop T_ and the flip-flop of the
(n + 1)-th column of the register P1 are then indifferent states, the sum will

be formed on the next cycle in the register P1 (i.e., the first remainder will

be formed) and the state of the flip-flop of the lowest-order column of the

register P_ will change from 0 to 1. But if the flip-flop Tm and the flip-
flop of the (n + 1)-th column of the register P1 are set in the same state,

then the sum will not be formed in the next cycle, and the flip-flop of the
least significant column of the register PA remains in the state O.

3. The number of successive cycles, each consisting of one clock interval

of a leftward shift by one column in the registers P1 and PA, and one clock

interval of sum formation, equals the number of places in the numbers.
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CHAPTER VI

INPUT AND OUTPUT UNITS

/32O

Section _7. Input and Output Devices in General

The data input and output units for both calculating or problem-solving

computers, and control computers, are designed for the transition from one

representation of the input data and probl_n-solving results to another repre-
sentation.

In spite of the common purpose, the devices for problem-solving and con-

trol computers differ substantially. The reason is that, in computers of the

former type, the input and output data, like the digital codes of the numbers

with which the computer operates, are discrete quantities differing from the

number codes only in the form of representation. In control computers, the

difference is more profound, lying in the very form of representation: The

machine operates with the digital codes of numbers which can be assigned only

discretely, while the input and output data are represented for the most part

by continuous quantities: shaft angles, voltages, etc.

The practice of building and using input and output devices shows that it

is considerably simpler to pass from one type of representation of quantities

to another than from one form of representation to the other, i.e., from con-

tinuous quantities to discrete, or from discrete quantities to continuous. In

the former case, all that is necessary is to represent the initial numerical

material in such a manner that it can be introduced into the computer with
simultaneous translation of the numbers from one number system to another.

Similarly, the conversion of the results of the solution generally consists

merely in the conversion of numbers. The transition from continuous to discrete

quantities, however, requires rather complicated methods of correlating discrete

and continuous quantities, usually varying at high rates and over wide ranges.

There is still another important difference between the input and output

devices for problem-solving and control computers. The input and output devices

of the former type operate asynchronously with the other units of the computer,

since they are slower. The character of problem-solving on such machines does

not, in principle, require both input and output to be synchronous with the

other units, since the input data for solving a single problem are fed to the

computer in practically a single block and in good time, while the output data

can be printed even after the problem-solving process in the computer has /321

........._ ..... . In this respect, _he input and output devices of such computers

are sometimes called external units, i.e., units not directly connected with
the main units of the computer (arithmetic and memory).

In control computers, the input and output devices operate synchronously

with the other units of the machine, and renew at high speed the input data and
output data (control signals) fed to the controlled object. Synchronous opera-
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tion of all units of a control computer is particularly necessary when the

machine is directly connected with the controlled object by electric or me-
chanical links.

The initial data and the program for problem solution are fed into problem-

solving computers mainly by means of punched cards and punched tapes. The in-

put units of such machines usually consist of a set of devices for punching

cards or tapes, i.e., for encoding the original numerical material into a sys-

tem of punches (holes), for checking the accuracy of punching, for reading the

number codes from the punched tapes or punched cards, and for writing them into

the memory of the machine. If necessary, the numbers are translated from one

number system into another.

Magnetic recording is sometimes used for the input of data to such ma-
chines: the coded numerical material is copied from the punched cards or punched

tapes onto magnetic tape and is fed to the computer by readout from this mag-

netic tape.

A problem-solving computer has a purely documentary connection with the

input devices. The input data are transferred by the human operator from the

input units to the computer in the form of documents. Such documents may be:

Punched cards with parallel row-by-row writing of the numerical data

(Strela computer).

Punched tape with parallel-serial writing of the numerical data (Ural

computer).

Punched tape with serial writing of the numerical data (BESM-2, M-2,

-_ M-3 computers ).

Magnetic tape with parallel row-by-row writing of the numerical data
(Strela computer) or with parallel-serial w__ting (Ural computer).

Magnetic tape with serial w_iting of the nt__mericaldata (BESM-2 com-

puter _J-

To prepare and check p_]ched cards and punched tapes, slightly incdified

standard telegraph equipment and the equipr_lentof co'_ting-and-punc._ng i_
chines is oi_arily used° When punched cards _d p_iched tapes of the= t_p_s

used in the Ural computer are employed, the system includes a ke_ooa_ for

selecting and coding the original n_umerical data; punches which dJ__iy p_u_h

the capt.s (or tapes); control devices to check the accuracy of the entire Z'322

system cn the punched cards or punched tape; readers (transmitters) for reading

the n_ber codes from the punched cards or punched tapes and writing theT_ ._n

the approp±_ate registers or memory units of the computer,

If n-arro_'_punched tape - ordinary telegraph tape - is used, the i_put
• " dsystem _nczu es punches _ud standard telegraph equipment _nd tra_ns_itters (for

instance, the T-50 transmitter in the M-3 com:)uter).
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ca& data to the memory unit directly from the control console, on which the

keyboard is usually placed. In most of these computers, this input method is

used only for correcting the data already introduced and for input of individual

quantities. In some computers, however, this is the only input method.

The results of solutions in these computers are read out either by punch-

ing cards or tapes or by printing the numbers in separate Tables. Magnetic
recording can also be used.

The output devices include punches, special printers, telegraph teletypes

and photoprinting devices. Some non-control computers use other output de-

vices. Thus, the M-3 has a special cathode-ray indicator to display the result
of a solution in the form of a graph on its screen.

In control digital computers, the main input equipment is used to pass
from continuous to discrete quantities. Most of them require conversion of

continuously varying input shaft angles, or voltages, to the corresponding

sequences of number codes in the number system used by the computer. This

digit encoding of shaft position or of voltage is effected by the aid of

"voltage-to-number" (voltage digitizer) and "shaft-to-number" (shaft digitizer)
devices, i.e., analog-to-digital converters.

Besides these devices, the input system of control machines also contains

equipment for the input of discrete information.

The output devices from control digital machines mainly takes care of the
transitions from discrete quantities to continuous. These are devices of the

"number-to-voltage" and "number-to-shaft" types, i.e., digital-to-analog con-
verters.

Section A8. Input Devices for Problem-Solving Computers

As indicated above, data input to such computers is primarily from punched

tape and punched cards. The input units therefore consist mainly of devices

for preparing the punched tape and cards, and devices for reading the data from

these documents and effecting a direct input of the initial numerical data into
the memory unit of the computer.

Punched cards and punched tapes are prepared in the same sequence.

Let us familiarize ourselves with the sets of input Units for computers

with punched cards and wide punched tape, using the Ural-1 computer as an ex-
ample.

Figure 181 is a block diagram of the input system of this computer. The

input devices include the keyboard unit KU, the checker reader CR, the input
punch IP, and the card reader R.

The block diagram shows the principal links between the devices. The
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heavy lines give the electric connections and the broken lines the documentary

link, i.e., the link by means of punched tape transferred by the operator from
one device to another.

The reader, in contrast to the other units, is directly connected with the

Fig.181 Block Diagram of Input Devices of
the Ural-1 Computer

computer and operates together with the arithmetic and memory units.

Consider the design and operation of each of the input devices.

The keyboard is designed to convert automatically the original numerical

material - the program of problem solution and the initial data - into the
binary and binary-coded decimal systems and to produce the corresponding elec-

tric signals to be fed to the input punch for punching the tape. These func-

tions are performed by the keyboard building block which is the principal part

of the keyboard unit. The keyboard unit, besides this building block, contains

a printing device for printing the selected numbers on paper.

The decimal and octal numbers constituting the initial data and the pro-

gram of problem solution are directly set up on the keyboard. The keyboard of

this keyboard unit is complete, and all digits of one of the decimal numbers

by means of which the initial data are recorded, or of one of the octal numbers

by means of which the program of the problem-solving is recorded, can be set up

On it simultaneously. In the Ural-1 computer, the greatest number is expressed

by nine decimal places. The keyboard is designed to take the same number of

digits.

Figure 182 shows the keyboard of the keyboard unit. It consists of /32A

nine digital sections, a sign section, and a control section. Each digital

section has ten keys marked from 0 to 9 to set up the decimal digits. The ex-
treme left digital section corresponds to the most significant place. To set

up decimal numbers, the keys of all nine digital sections are depressed. For

octal numbers, only the keys of the six left digital sections are depressed,
since octal numbers in this system are usually of the six-place type.

The sign section has two keys, "-" or the sign of a negative number, and

'_" for the symbol of the zone which is punched on the tape.

The control section has three keys: skip or space "SK", operate "0", and
return "R".
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The printing assembly of the keyboard system is _ pz_=L_r _oab_iled by

signals from the keyboard. When the keys are depressed, the printer prints the

appropriate characters on a special blank. The printing of the numerical ma-

terial set up on the keyboard facilitates checking the selection of the numbers

and punching of the tape.

Fig.182
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Keyboard of Keyboard Unit of the Ural-1 Computer

The electric circuit of the keyboard device includes decoders to translate

numbers from the decimal system to the binary-coded decimal and from the octal

to the binary, as well as control elements for the number selection and print-

ing building block.

Each decoder consists of contacts of one digital section of the keyboard.

The decoder is reset by depressing one key or the other, since certain con-
tacts of the decoder are thus closed.

Figure 183 is a schematic diagram of the decoder of the keyboard device.

The decoder has four inputs and four outputs. The output signals arrive byway

of the blocking diodes D I - D4 in the common output circuit of the given place

of the number. The signals (pulses) P1 - P_arrive successively at the inputs

of the decoder from_the input punch. Figure 183 shows the distribution of the

signals among the d_coder inputs and by time. The diagram indicates that first

the signal P1 arrives at the first input (In. l) then the signal P2 at the

second input (In. 2), and so on.

The input signals can reach the input of the decoder only if one of the

keys of the given digital section has been pressed, closing the corresponding

contact. Thus, when key 9 is pressed, the contacts K_s and K14 are closed,

causing the signals P1 and P_ to pass to the output of the decoder. Similarly,

when key 7 is pressed, closing the contact K1s - Kxo , the signals P2 - PAw ill

arrive at the output.

The signals PI - PA are distributed among the decoder inputs such that the
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Fig.183 Schematic Diagram of Decoder of Keyboard

Device in the Ural-1 Computer
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signal P1 corresponds to the number8 (I000); the signal P2 to the numberA
(lO0); the signal P3 to the number 2 (10); and the signal PA to the number1.
Since these signals are also distributed in time, a sequenceof signals, formed
in the output circuit of the decoder when the keys are pressed, represents the
serial binary code of the decimal digit to which the given key corresponds.
Thus whenthe key 9 is pressed, the serial pulse code lOCKis obtained in the
output circuit; when the key 7 is pressed, the code Olll appears in that cir-
cuit, and so on.

The signals PI - PA are fed to the inputs of all the decoders of the digi-
tal sections. In their output loops are simultaneously formed the serial pulse

codes representing the binary forms of the decimal digits to which the pressed

keys of the digital sections correspond. The signal P2 is also fed to the sign

section. It appears in the output loop of this section if the "-" key has been

pressed, i.e., if the sign of a negative number has been selected.

P, .Pl P_ '%
I I I I -_

o,q_t us-9 :I _ ¢

To oust C8_ l _ t

TOoutputrf_.z I I -¢

To o.t_t [r_ l _ t

Ioou_tc_5 I I =t

To output [_-4 I _--'t
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keys are in the upper position, meaning that all decoder contacts are open, and

the carriage of the printer is in the extreme right position, for printing the
selected numbers.

The number is set up, with the most significant digits (MSD) first. In

this case, the key 2 of the extreme left digital section is pressed first. For
a negative number, the key "-" of the sign section is pressed first, followed

by the keys of the digital sections. The digital and sign keys, when pressed,
are fixed in the lower position, and the push-rods of the keys make contact

with the corresponding contacts. In any one section, only one key at a time

can be fixed in the lower position. This is accomplished by means of a simple

mechanical ratchet system for blocking the keys of one section.

To the number 28613A597 on the keyboard corresponds the pressing and fix-

ing in the lower position of the keys marked on Fig.182 by the double circles.

The contact K2 is closed in the decoder of the extreme left digital section,

the contact K_s in the decoder of the next digital section, and so on. All the

decoders are prepared for formation of the corresponding codes and conversion

of a decimal number into a binary-coded decimal number.

Punched trope

Z I
T !

I I; I

ToIP

Fig.185 Block Diagram of Check-Reader

When the operate key "0" is pressed, an operate instruction is generated

and transmitted to the input punch and the check-reader. On this instruction,
the signals P1 - PL arrive from the punch at the inputs of the decoders of the

keyboard device. Under the action of the corresponding pulse, codes are pro-

duced in the output circuits of these decoders. The system of codes formed when

the number 28613_597 is set on the keyboard is given in Fig.18L. The extreme

left digital section is here denoted by DS-9 and the extreme right by DS-1.

The upper part of the diagram shows the time distribution of the signals P1
to P_.

The pulse codes are transmitted from the outputs of the keyboard sec-

tions to the input punch, where they are used for punching the tape. During

the entire period of formation and transmission of the codes, the operate
key O, like the depressed keys of the digital sections, remains fixed in the
lower position.

e

31A



The keys are returned to the upper position whenthe return key R is
pressed. A blocking or inhibi t .qyst.em,p_ ++_ng _'_ _°_..... _...........
cution of the instruction to punch the tape, is connected with this key.

Whenthe third key of the control section is pressed (Int), spaces between
the digits printed by the printer on a blank are formed.

The check reader or verifier is designed to make an automatic check as to

correct punching on the tape of the codes of the numbers to be introduced into

the computer, and also to repunch the tape by the aid of the input punch.

This device has three main operating modes:

1. Checking mode A. In this mode, the information is simultaneously read

from two identical tapes and the identity of the punches in these tapes is

checked. If the holes are not the same, the motion of the tapes is automati-

cally stopped and a non-coincidence signal is given. The amount of numbers

checked is recorded by a counter.

2. Checking mode B. In this mode, a number read off one tape is compared

with the number set up on the keyboard of the keyboard unit; if they agree,

another tape is punched by the aid of the input punch; if they disagree, a sig-

nal is given and the punching is not performed.

3. Repunching mode. In this mode, numbers are read off one tape and

another tape is punched by the aid of the input punch in accordance with the

Fig.186 Connection of Photodiode to the

Amplifier Input

data read off. The amount of repunched numbers is recorded by a counter.

Fi_are 185 is a block diagram of the check-reader. The main building

blocks of this assembly are: the phototransmitter PT, the comparator Corn, the

automatic stop AS, the registers Re, and the counters Co.

The phototransmitter serves to transport the punched tapes to be checked,

to read the number codes from them, and to produce several control signals /329
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required for the joint operation of the check-reader and the keyboard mechanism
and the input punch. This device consists of two identical sections. The num-

ber codes are read from the tape by ll photodiodes (the number of code channels

on the tape) so positioned that the light ray strikes each of them only if

there is a hole on the corresponding channel at the site between the photocell
and the light source.

The photodiodes are connected to the inputs and amplifiers, so that when

the photodiodes are operating, i.e., when they are reading the codes 1 from

the tape, rather powerful signals are obtained. Figure 186 shows one version

of connecting the photodiode to the amplifier input. The nonilluminated photo-

diode has a very great back resistance while the resistance of R: is far

smaller, so that a low potential level is formed at the point A. When the

photodiode is illuminated, its back resistance decreases by a factor of six to

seven, causing a jump to a higher potential at the point A so long as the

photodiode is illuminated. The resultant voltage pulse passes across the by-

pass capacitor C to the grid of the amplifier tube. The amplification is regu-

lated by varying the bias voltage by means of the potentiometer P.

In the comparison part of the check-reader, the signals arriving from the

photodiodes of the two sections in the checking mode A are compared; or the

;

Fig_i87 Punching Part, of the Ptmcher

I - Punch_ 2 - Di.e_ :3 - Pa_,_iof punch_
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The register part records the codes of the compared numbers, which are fad

_u the rsH_uc_ng _de bo the input punch, to punch a new tape. These codes
arrive from the comparison part only if they agree.

The counter part counts the amount of compared numbers. This device has

two counters, each operating under the action of the signals received from the
control circuit of the CR. The number of these signals equals the amount of

compared numbers. When one counter is entirely filled, a signal is fed to the

Corn to stop the mechanisms of the check-reader. If they must be stopped after

comparison of a certain amount of numbers, the corresponding complement is first
fed to their counter.

The automatic stop part stops the mechanisms of the check-reader when- /330
ever it receives a mismatch signal from the comparison part to the effect that

the compared codes disagree in the checking mode A or the checking mode B, and
also whenever it receives a signal from the counter part that a prescribed

amount of compared numbers has already passed.

The check-reader in the checking mode A compares up to 200 numbers a

minute and repunches at a speed of up to 180 numbers a minute.

The input punch is designed to automatically enter the initial numerical

data and programs on the punch tape in the form of a definite system of holes.

By the aid of the input punch, tape can be punched in accordance with the

values of the numbers set up on the keyboard of the keyboard unit, and auto-

matically repunched from the punched tape fed to one of the sections of the

phototransmitter of the check-reader.

The punch is an electromagnetic device in which tape is punched by the aid
of eleven punches as it moves between the base of the punching device (die) and

a row of punches. The punching is controlled by the punching electromagnets,

which operate under the action of signals from the outputs of the decoders of

the keyboard assembly or from the outputs of the register portion of the check-
reader.

Figure 187 shows the principle of_tape punching and the connections between

the main parts and the parts of the punch assembly. At first, there is no cur-

rent in the winding of the punching electromagnet 9 and its armature is in the

upper position. The return spring 8 holds the pawl 3 of the punch 1 in the

extreme left position, and therefore when the eccentric 5 rotates only the

punch strip _ descends and, rotating about its axis, fails to engage the pawl

of the punch. The tape 6 passes between the punch and the die 2; its motion is

discontinuous. At the instant of punching in a given row, the tape is motion-

less, but after a punch it shifts one pace and stops to punch in the next _31

row.

When the circuit of the winding of the punching electromagnet is closed,

which takes place on arrival of the code signal 1 from the KU or from the CR,
the armature of the electromagnet is attracted to the core and, by means of the

rod 7, displaces the pawl of the punch to the extreme right position indicated

by the broken line in Fig.187. Now, rotating about its axis under the action
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of the eccentric, the punch strip engages the pawl of the punch and depresses
it together with the punch, thus causing the punch to punch the tape. The
punch and other parts are then returned to their original position under the
action of return springs (not shownon the diagram) while the tape is advanced
one pace.

Figure 188 gives the control circuit of one punching electromagnet. The
grid of the normally cutoff tube L is fed with signals from the output of the

pore HU-_._,,=._.
fro_CR---* .

I

+ +

Fig.188 Control Circuit of Punching Electromagnet

corresponding decoder of the keyboard assembly or from the register portion of

the check-reader. The code signal 1 opens the tube in whose plate circuit the

winding of the relay R is connected. Current then flows through the relay R

tripping it and thus closing the contacts K. Since these contacts are in the

circuit of the winding of the punching electromagnet _:_, this closing trips the

electromagnet, thus also causing the tape to be punched. The code signal 0

does not open the tube L so that, in this case, the tape is not punched.

Assume that the decimal number 28613A597 has been set up on the keyboard

of the keyboard assembly. In this case, pulse codes are generated at the out-

puts of the decoders of the keyboard assembly. These codes are formed on the

arrival of the control signals P1 - PL from the punch, which signals in turn
are produced on the closing of contacts connected with a special camshaft of

the punch mechanism. The first one produces the signal P1; consequently, the
first to appear in the punch are signals corresponding to the codes of the most

significant digits (octal) of the binary-coded representations of the decimal

digits set up on the keyboard.

On arrival of the control signal P1 at the KU, the signals of code 1 are

fed to the inputs of tubes controlling the punching on the 8th and Ist channel

of the tape. The corresponding punching electromagnets are then operated, and

the tape is punched on the first row in the 8th and 1st channel, as shown in

Fig°189. Thereafter, before the control signal P2 has been produced, the
tape is advanced one step, and the parts of the punching device of the punch

are returned to the initial position.

When the control signal P2 arrives at the keyboard assembly, the code
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signals i are fed to the inputs of the tubes controlling the punching on the
l, 3, _ and 7th channels; on the_sechannels the tape is punched in the second
row. After producing the control signal P3, the tape is punched similarly on
channels l, 5, 7, and 9 of the third row and, after the signal PA, on the
channels l, 2, 3, 5, and 6 of the fourth row. Figure 189 showsall these holes;
the direction of tape travel is denoted by the three arrows.

--'-1'¢-y_ a-7_ 6 _--_2 _.....
B' R tl

pa2 g lie

lgl II II |

ea4 DO nalil 

Fig.189 Punching of the Number 28613A597

In this punch which operates automatically, the check-reader in the re-

punching mode can punch up to 180 numbers a minute.

The tape reader is designed to read information from the tapes after pre-

paration and checking, and to transmit this information to one of the registers
of the arithmetic unit and then to the working memory of the computer. The

reading is effected by a photographic method, as in the check-reader.

In the Ural-1 computer, the tape reader also belongs to the set of devices

of storage on the punched tape. In fact the punched tapes can serve as a memory
and storage medium for the numbers fed to the computer not only before, but

also during, solution of the problem. The punched tapes used in the Ural-1

computer have a maximum length of 250 m. Up to lO, OOO numbers or instructions

can be punched in this length.

Data are read at fairly high speed from the punched tape when it is fed to

the working memory unit of the computer: up to ASOO numbers a minute at a tape

speed of I.A m/sec.

Section Ag. Computer Output EQuipment

The output of data from comp_]te_s is mostly, as already indicated_ by

punched cards or tape, or by printing.

The punching of cards and tape at the output is practically the same as at

the input. For this reason, the output punches differ hardly from the input

devices in design and operating principle.

When the output of data from a computer is automatic, cards and tapes are
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punched at relatively low speed. Thus, the output punch of the Ural-i computer

punches the codes of 150 numbers a minute and that of the Strela computer, 600

numbers a minute. These punches operate at practically the same speed, since /3_

the code of one number on the tape of the Ural-1 computer is punched four rows
at a time.

The results of the solution of a problem and the program taken out of a

computer can be printed by various methods. The method of printing by means of

Besponse signsl

to computer

Signs] from

computer

Fig.190 Block Diagram of Printer of the Ural-1 Computer

rack and drum mechanisms is most widely used in Soviet computers.

Rack-t.ype printers. A rack-type printer automatically translates numbers

from the binary-coded decimal system to the decimal system and from the binary

system into the octal system, and prints them on a paper tape in the form of

rows of digits. Rack-type printers of various digital computers are all based

on the same general design principles. Let us consider these principles on the

example of the Ural-1 printer.

This printer is a rather complex electromechanical printer with electronic

control. Figure 190 shows its block diagram. The printer consists of three

functional blocks: the printer mechanism proper PM, the local control unit LC,

and the register building block Re.

The printer mechanism is designed to print numbers on a paper tape on re-

ceiving signals from the register and from the local control. The digits are

printed by the aid of racks with lO plungers lettered from 0 to 9. The build-

ing block has 19 racks in all, so that 19 decimal digits can be printed on a

single row. A small number of these digits are generally used to indicate the

exponent of the number, and the reminder to represent the number itself.

Figure 191 is a simplified schematic of part of the printer mechanism,

illustrating the principle of printing by racks. The rack 1 with the plungers A

is moved upward until the typesetting or setting electromagnet Ms is tripped.

When this magnet operates, its armature and connecting rod force the stop pawl 2

to engage one of the teeth on the side surface of the rack. Thus, by means of

the setting electromagnet, whose winding is fed with control signals from the

registers, the stop pawl of the rack can be fixed in any desired position.

When the rack is fixed, one of its plungers will be between the hammer 3
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by a special mechanism not shown on the diagram. If now a control signal /33_

is fed to the winding of the printer electromagnet _p, it will attract the
armature to its core and rotate the hammer 3 about its axis. When the hammer

is rotated, it will strike against the end of the printing plunger with the

letter, and the corresponding decimal digit will be printed on the tape.

I
I
i

i
Fig.191 Rack-Type Printing Mechanism

1 - Rack; 2 - Pawl; 3 - Hammer; i - Plungers;

5 - Printing roller; 6 - Paper tape

After printing, the hammer and pawl are returned by the spr_ngs to their

neutral positions, and the rack is lowered° All racks of the pr_mter are
___ed_ and l_.,_ o_.... _÷o_- .... __- by a o _._._ o7 _c_.,a,_.- ,_._
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inverter.

The encoder of the register block is a diode network which, on excitation

of one of its input buses, forms a definite combination of output signals. The

schematic diagram is shown by Fig.192.

The input buses are excited when the contacts KI - K9 in the local control

unit are closed. When the contact KI is closed, a high potential is established

Fig.192
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_hcoder of Register Building Block

at the outputs 2 and 3 of the encoder, corresponding to the code OllO; when the

contact Ks is closed, the code Olll appears at the outputs; when the contact Ks
is closed, the code lO00 appears, and so on. Thus, on successive closing of

contacts from K I to Kg, the inverse (ones-complement) binary codes of the deci-

mal digits from 9 to 1 are obtained at the outputs of the encoder. The inverse

code Oll0 corresponds to the direct binary code lOO1, i.e., to the code of the

decimal digit 9; the ones-complement code Olll corresponds to the direct binary

code lO00, i.e., to the code of the decimal digit 8, and so on.

The coincidence circuits produce the control signal when certain codes

coincide at their inputs. In the Ural computer, these circuits produce the
control signal when the codes (direct and inverse complement) of the same deci-

mal digit are simultaneously fed to both groups of their inputs.

The inverters are designed to invert the control signals produced by the

coincidence circuits. From the outputs of the inverters, the control signals /33E

are directly fed to the windings of the setting electromagnets.
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Figure 193 shows a schematic diagram of the control of the setting elec-
tromagnet. The encoder Enc of the system is contain to the entire register
assembly. The inverse binary codes of the decimal digits formed at the outputs
of the encoder go to one of the groups of inputs of the coincidence circuit CC.
The binary code written in the register Re, representing the decimal digit of

Codes from computer

fromLCU

Fig.193 Control System for Setting Electromagnet

one of the places of the number put out for printing, is fed to the second

group of inputs of this circuit. The control signal formed at the output of

the coincidence circuit when the codes of the same decimal digit are fed to

both groups of its inputs is inverted in the inverter Inv and goes to the wind-

ing of the setting electromagnet EMs.

A rack-type printer operates as follows: The number to be printed is fed
from the computer in binary-decimal code to the printer and recorded in the

register unit. At this time the register-counter records the binary-decimal

code of the serial number of the number to be printed. Thus, the binary codes

of the decimal digits of the number to be printed and its serial number are fed

to the second groups of inputs of the coincidence circuits controlling the op-

eration of the setting electromagnets.

On instruction from the control unit of thecomputer, the local control

unit of the printer produces signals coordinating the operation of all assem-

blies and mechanisms during printing.

Printing is performed in several stages.

the local control, the mechanism for raising the racks begins to move all 19
racks upward. Simultaneously, the contacts KI - _ connected with the input

buses of the encoder are successively closed. The inverse binary codes of the

decimal digits, beginning with the code of the digit 9, now arrive at the /337

first groups of inputs of the coincidence circuits. The raising of the racks
and the generation of the ones-complement binary codes of the decimal digits

are so synchronized that the AND gate emits a control pulse at the instant when
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the plunger with the decimal digits, corresponding to the code of the digit of
the numberbeing printed, is between the hammerand printing roller. The con-
trol pulse, arriving in the winding of the setting electromagnet, fixes the
rack in the required position. Since all the racks are fixed in parallel, the
number is selected or set up by the end of the first stage, i.e., the plungers
with its digits are between the hammersand the printing roller.

The number is printed in the second stage. A signal is sent from the local
control unit into the windings of all the printing electromagnets, and under
its action the electromagnets are tripped, causing them to print all the digits
of the numberand its serial numberon a single row of the tape.

i_ 18 17 16 13' 14 13 12 11 I0 9 R 7 6 5 4 3 Z

a  / _14181916[,i 1el7151ololo_ ,
Serial number _c_acel _L Significant digits ".... Zeros

ox number of number
Sign of number"

18 18 17 16 15 It 13 I_ 11 lO S 8 7 8 $ t 3 Z f

b [ lzlTi7 -13161 lzlTlTlol'olololololo I
Address of Address of Zeros
instruction ce

Si_ of number
instruction

Fig.19_ Printing

a - Of numbers; b - Of instructions

In the third stage, all parts and mechanisms of the printer are reset by

return springs to their neutral positions, and a signal that printing is com-

pleted is sent to the local control unit. On this signal, a response printing

signal is fed to the control unit of the computer, indicating that the printer

is now ready to print the next number. On completion of the printing, a signal

is fed from the printing mechanism to the register unit in which the binary-

decimal code of the serial number of the number to be printed is increased by 1.

The instructions from the computer are similarly printed. The only dif-

ference.is that they are not printed in decimal but in octal notation, arranged

in a different way along the row of the tape. Figure 191 shows the arrangement
of numbers and instructions in printing the rows of the tape. The zeros need

not be printed, and to avoid doing so, the corresponding racks are stopped.

A rack-type printer operates at low speed, about lO0 numbers a minute.

Drum-type printer. A drum-type printer, like a rack-type printer, is an
electromechanical printing system with electronic control but differs in the

method of printing the numbers and instructions received from the computer.

Such printers are used in the Ural-2, BESM-2, and other computers. They

print up to 1200 numbers a minute (20 numbers a second) which considerably
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shortens the time for output of the results of the solution from the computer.

Figure 195 is a general schematic of a drum-type printer. It comprises

the digit drum DD, the code drum CD, the functional block of printing electro-

magnets _P, the photocell building block PC, the four-colunm binary registers

Re, the coincidence circuits CC, and the amplifiers A.

• ° •

i,

c

DD

Fig.195 General Schematic of a Drum-Type Printer

The digit drum comprises individual digit wheels, each engraved with the

digits from 0 to 9 and the signs "+" and "-". The digit wheels are mounted to

a shaft in such a way that the single characters are arranged in lines (genera-

trices of the drum). The lines with the characters occupy about 5/6 of the

outer surface of the drum; the remainder is blank. During operation of the

printer, the digi_ drum and the code drum, seated on the same shaft, rotate

continuc_ at a speed of 20 rps.

The code drum serves to form the binary codes of the decimal digits and

signs whose characters are placed on the digit drum, together with the series

of sync and control pulses. The codes of the digits and signs are arranged /339

in columns forming a system of openings in the outer circumference of the code

drum, with the code 1OlO corresponding to the "+" sign and the code loll to

the "-" sign. Each line, along the fifth channel, has openings for the sync

pulses SP. There are also openings for the signals "start printing" and "stop

printing". A light bulb is mounted in a fixed position inside the code drum.

The columns of the two drums are coordinated_ meaning that one column of

the digit drum carrying some decimal digit corresponds to one column of the

code drum carrying the binary code of the same digit. Figure 196a shows the

development of the surface of the digit drum and Fig.196b that of the code

drum. The holes corresponding to the least significant digit of the binary

codes of the digits and signs are made to coincide with the first channel on

the code drum, on the left-hand side.
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The functional block of printing electromagnets acts as the final control

element of the printer. It directly prints numbers and instructions from the

computer, and is provided with a series of electromagnets whose armatures are
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Fig.196 Development of Drum Surfaces

a - Digit drum; b - Code drum

attached to printing hammers. There are as many electromagnets, ana _ _.refore

as many hammers, as there are channels on the digit drum. In their initial

state, all hammers are off the tape, which latter is positioned between the

hammers and the digit drum as shown in Fig.197. When a control signal is fed

to the winding of the printing electromagnet _p, the armature is attracted,

the hammer 2 strikes the tape 3 forcing it against the digit drum 1 which, at

that instant, is positioned under the h_mner.

The photocell assembly is used to read the codes off the code drum and

transfer them to one of the groups of inputs of the coincidence circuits. To-

gether with the code drum, it performs functions similar to those of the en-

coder with cam contacts in the rack-type printer.

The four-column binary registers are used to record the binary-decimal

codes of the numbers to be printed and their ordinal numbers, together with the
codes for the sign digits. The codes of instructions are also entered in these

registers.
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The coincidence circuits, as in the rack-type printer, are designed to
oroduce control orintin_ sisals on coincidence at hb_ hwn _i_ _ _I_+o

of the codes from the photocell assembly and from the corresponding registers.

Fig.197 Schematic of Printing from Digit Drum
1 - Digit drum; 2 - Hammer; 3 - Paper tape

These signals are then amplified by a group of amplifiers and routed to the

windings of the printing electromagnets.

The printer operates as follows: Before beginning to print, the code of

the number is fed to the registers and recorded there. All hammers are with-

drawn from the tape, which is not advanced when a single number is printed.

When the digit drum and the code drum rotate, the binary codes of the decimal

digits are successively produced in the photocell unit and fed to the coinci-
dence circuits.

The operations of the individual functional blocks of the printer are so

synchronized that the photocell block feeds the AND gates with the binary code

of the digit whose column is beneath the hammers at the given instant. If the

same digit is present also in any of the columns of the number to be printed,

then the corresponding coincidence circuit produces a control signal which, on

entering the winding of the printing electromagnet, will cause the printing of

that digit.

All rows of digits pass under the hammers, and all rows with code holes

pass under the photocells, in 5/6 of a revolution of the drum. During this /3A1

period, the binary codes of all decimal digits appear at the outputs of the AND

gates, and therefore all digits of the number will be printed at the correspond-

ing instants of time.

Thus, a number is printed in 5/6 of a revolution of the drums. During the

remaining sixth of the revolution, the unit prepares to print the next number.

The parts and assemblies of the printing electromagnet functional block are

returned to their neutral position, the code of the next number and its ordinal

number are fed into the registers of the printer, and the tape is advanced one

space, i.e., to the next row.
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Section 50. General Propositions on the Conversion of Continuous

Magnitudes into Discrete _uantities and of Discrete

Quantities into Continuous Magnitudes

The conversion of continuous magnitudes into discrete quantities and of

discrete quantities into continuous magnitudes is required whenever a digital

computer is used in a control system. In order to produce the control actions,

Control Ied

object.
F,

Fig.198 Control System with Digital Computer

the digital computer must receive information on the position of the controlled

object or the course of the controlled process, and on various external condi-

tions. This information is usually represented in the form of continuous

quantities which, before input to the computer, must be converted into discrete

quantities, namely, into the corresponding number codes.

To calculate the control actions, the digital computer performs operations

according to the information received in the form of discrete quantities; the

result of the calculation is likewise represented in the form of discrete

quantities. For the control actions to be sensed by the final control ele-

ments, the discrete quantities must in most cases be converted into continuous

quantities at the computer output.

Figure 198 gives a block diagram of a control systemwith a digital com-

puter. The quantities x, y, and z, arriving at the computer input through /3A2

the group of converters C_, characterize the external conditions affecting the

control process of the object. These quantities are usually continuous, which

means that the converter CI must convert them into discrete quantities.

Information on the position or state of the controlled object arrives in

the form of the continuous quantities _, 4, and _. Before input to the com-
puter, these quantities are converted into discrete quantities by a second

group of converters CI.

If the values of % $, and _ differ at a given time from the required or

optimum values, then the computer calculates and feeds to the output the dis-

crete quantities FI, Fm and F3, which the converters Cm convert into continuous

quantities and feed to the controlled object. The converted quantities F_, Fm,
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and Fs are control actions, which compel the final control elements of the ob-
ect to a_um_ _._ _-_,_J.__.__u_J.L,_.u.or o_ it _ th_ ..... "-- -_'-_'-

The continuous quantities by means of which information is fed to the con-

trol systems from a digital computer, are usually voltages of an electric cur-

rent, or else displacements; the displacements in many cases are represented in

the form of the rotation of read shafts through some angle. The discrete

quantities with which the computer operates are numbers, for which reason typi-
cal converters of continuous quantities into discrete quantities include de-

vices of the "voltage-to-number" and "shaft-to-number" types (voltage digitizer

and shaft-digitizer).

The process of conversion of a continuous quantity into a number is divided

into two stages: quantization, or discretization of the continuous quantity,

and encoding.

It is often difficult to differentiate between these stages in the general

conversion process, but their distinctive features can always be indicated.

By quantization we mean the representation of a continuous quantity in the

form of a finite number of discrete elements or states: potential (voltage)

levels, pulse sequences, numbers of excited buses of some device. The procure-

ment, by quantization, of a finite number of potential levels in the form of a

certain step function, a finite sequence of pulses, or a finite number of ex-
cited buses,facilitates the subsequent encoding.

The methods of encoding depend on the systems in which the codes are to be

used. For digital computers, digital coding is the most acceptable; in such

codes, a certain number corresponds to each combination of discrete elements or

states. Since digital computers generally use the binary system of notation,
such encoding gives the codes of binary numbers.

It is simplest to encode a pulse train: The pulses are counted by a /3_3

binary counter, and the state of its flip-flops after the count will express

the corresponding binary number. A finite number of potential levels or "step-

lets" can be encoded by differentiation of this complex step signal, forming a

pulse train numerically equal to the number of steplets in the signal. These

pulses are then counted by a binary counter.

If, as the result of quantization, a finite number of buses are excited,

encoding is done by the aid of encoders: The buses to be excited are connected

to the encoder inputs, and the corresponding codes of the binary numbers are

formed at their outputs.

A large number of converters of various types have been developed and are

in use. Details and the rather complex classification are discussed in the
specialized literature (Bibl.6, 9). To simplify the exposition of the funda-

mental principles of the converter circuitry, such converters can be subdivided

into three main groups: time systems, indirect encoding systems, and direct en-
coding systems.
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The time systems include converters with intermediate conversion of a con-

tinuous or a discrete quantity into the proportional time interval. The time
interval obtained as a result of this intermediate conversion is then measured

by means of a quartz oscillator and a binary counter (in conversion of continu-

ous quantities) or is generated by special servosystems when discrete quantities
are to be converted.

Indirect encoding systems likewise effect an intermediate conversion of

the continuous quantities, but without generating the corresponding time in-

tervals. Thus the angle of shaft rotation may first be converted into a pulse

train, after which the pulses are counted by a binary counter.

Direct encoding systems, as a rule, include converters of continuous quan-

tities into discrete quantities. They do not perform intermediate conversions

but directly convert voltages or displacements (angle of shaft rotation) into

the corresponding digital codes.

Converters of discrete quantities into electrical voltages are designed

primarily on the "weighting" principle. Each digit of a binary number is cor-
related with a definite value of a continuous quantity (current or voltage ).

The continuous quantities, "weighted" by a binary law, and correlated with the

digits of the number to be converted, are sunm_ted, giving a voltage at the

converter output proportional to the initial number.

Converters of discrete quantities into angular displacements (angles of

shaft rotation) may be feedback or non-feedback systems, with the feedback

systems giving higher accuracy of conversion. The feedback converters ordi-

narily used are digital servosystems, with other types of converters of dis-

crete and continuous quantities as components.

Section 51. '_oltage-To-Number" Converters

Converters of DC voltages, or devices of the '_oltage digitizer" type, are

designed most simply by using the principles of time systems or time-encoding

Fig.199

sttenu,tor counter

CPz _ CPI

Block Diagram of Time-Encoding Conversion System

technique. In this case, the voltage is converted into the proportional time

interval, which is then measured. For the case that this interval is limited
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by certain pulses, the conversion principle can be illustrated by the aid of

.t'.J._e ..I.7 7.

The pulses from the step attenuator arrive at the counter input only when

+200v

Input

- 200v _.

R

Output

Fig. 200 Phantastron

the flip-flop T is in the state i and opens the gate B. The flip-flop is

flipped to this state by the control pulse CPz, which initiates the time in-

terval. The flip-flop is reset to the state 0 by the control pulse CP z which

R

_ OUtput

--lc
T- Voltsse to be

R

"-" _ converted

R

-200 v

Fig. 201 Comparator Circuit

is fed at the end of the time interval; this inhibits the gate and stops the

flow of pulses to the counter input. The number of pulses counted by the

counter will be the discrete quantity into which the continuous quantity (here,

the voltage) is converted.

This diagram is incomplete; it does not show the devices for generating
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the control pulses that clock the beginning and end of the time interval. The

conversion of voltage into a time interval, and the generation of the initial

and final control pulses, i.e., the principal operations involved in the quanti-

zation of the continuous quantity, are performed by the linear sweep oscillator

and the comparison circuit.

The linear sweep-voltage generator generates a sawtooth voltage which is

fed to one input of the comparison circuit. The voltage to be converted is

applied to the other input. When the voltages applied to the two inputs of /3&5

the voltage co_arator are the same, a pulse is formed at the output and is

then used in the converter as the pulse to clock the end of the time interval.

The phantastron, whose circuit is given on Fig.200, is used as the linear

sweep generator. A trigger pulse is fed to the input of the phantastron to

excite it. The time of arrival of this pulse at the phantastron input deter-

mines the beginning of the sweep.

In the co_arator circuit, a double triode may be used. Figure 201 shows

one of the variants of the circuit designed to compare the sawtooth voltage

from the phantastron and the voltage to be converted. As soon as these voltages

o A,/ i

Fig.202 Generation of Time Interval

coincide, the potential at the output of the circuit will drop, thus producing

the corresponding pulse. /3&6

Figure 202 graphically illustrates the process of voltage conversion into

a proportional time interval. Here, e (t) denotes the voltage to be converted

and eph the voltage from the phantastron output. The beginning of the time
interval _ during which the voltage e(t) will be converted, is determined by

the beginning of the sweep A, while the end of the interval is given by the

time of coincidence of the voltages which corresponds to the intersection of

the curves at point B. In the practical general conversion scheme, the begin-

ning of the time interval will be determined by the pulse triggering the phanta-
stron, and the end by the pulse from the output of the comparator.

The general scheme of a voltage digitizer, based on the time-encoding

principle, is shown in Fig.203. By means of the phantastron and the comparison

circuit CC, the continuous quantity - the voltage - is converted into a time

interval, whose beginning corresponds to the trigger pulse from the output of

the impulser Im and whose ending corresponds to the pulse formed at the output
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of the comparator. The trigger pulse is also fed to the flip-flop T, flipping
it into the state 1. The flip-flop is reset to the state 0 by the pulse pro-
duced at the output of the comparator. While the fllp-flop is in state l, the
gate B is open and permits passage, from the output of the step attenuator SA,
of a pulse train to the counter. As a result of the pulse counting, a number
is set up in the counter which is the discrete equivalent of the voltage being
converted.

The accuracy of analog-to-digital conversion of voltage in this circuit is
primarily determined by the linearity of the sweep. The conversion errors are

:Voltage to be
converted

Start

Fig.203 Schematic of "Voltage Digitizer _,with Phantastron

greater, the more the sawtooth voltage from the phantastron output deviates

from an ideal linear sweep. Moreover, the repetition rate of the pulses fed to

the counter from the SA, and the method of reading a number from the counter,
also affect the accuracy of conversion.

If the repetition rate of the pulses from the SA output is low, then,

during the time the gate B is open, a small number of pulses arrive at the

counter input, and the converted voltage will be represented by too small a

number. With increasing pulse repetition rate, this number will increase.

Since the voltage itself usually represents a certain number of physical refer-

ence units, the number into which it is converted n_st be such as not to de-

crease the accuracy of representation. In other words, if the voltage repre-

sents M reference units, then the number into which it is converted must be /3L7
at least not smaller than M.

On this basis, the required SA frequency is

M
f : mAT

where fsen is the SA frequency;

M_a x is the maximum number of physical reference units that can be re-
presented by the voltage being converted;

T_h is the duration of the linear sweep of the phantastron.
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Let T = i0 msec, and the voltage to be converted, in the extreme case, be
represented by 5000 physical reference units. Then the step attenuator should
have the frequency:

fs_, = 500 0OOcycles = O.5 Mc ,

The methodof reading the numberfrom the counter affects the accuracy of
conversion as follows: The number formed in the counter represents the con-
verted voltage at the instant of coincidence of the voltages in the comparator.
Consequently, for accurate operation of the converter, the numbermust be read
from the counter at the time the pulse is formed at the output of the compara-
tor. At this instant, however, the transients my not yet have decayed so that
there will be an error in the numberread from the counter. Wefind that such
an exact selection of the time of reading a numberwill produce an error in the
number itself, since it maywell be that its value has not yet been set up in
the counter.

If, however, the number is taken from the counter after the end of the
linear sweepcycle, then, if the voltage to be converted fluctuates rapidly,
there will be an error due to the noncoincidence of the reading time with the
time of voltage coincidence. The resultant numberwill represent the converted
voltage with a certain lag, which must be taken into account in practical cir-
cuitry.

Section 52. "Shaft-to-Numbe_' Converters /3L8

The representation of physical quantities in the form of the corresponding

angles of rotation of mechanical shafts is quite common in modern technology.
Devices converting from shaft rotation to numbers or socalled "shaft position

@f

I "°it'g/t-'lJ

From' phaae shifter

Fig.20h Single-Channel "Shaft-Position Digitizer"
with Phase Shifter

digitizers" are therefore an important type of converters of continuous into
discrete quantities.

Time-encodin_ systems. The most characteristic time-encoding systems are

converters of the shaft-digitizer type with a phase shifter. Here, the shaft
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s_fters, which shift the phase of the output voltage relative to the reference

voltage, proportionally to the angles of rotation of the shafts. The phase

shifter used may be a selsyn with a three-phase stator winding. The shaft

position can be converted into a digital value by phase-shift converters on one

channel or on two: the coarse reading channel and the fine reading channel.

Figure 20/4 shows the circuit of a single-channel converter with the selsyn,

in a phase-shifter circuit, comprising the selsyn S, the shapers Sh z and Sh_,

the step attenuator SA, the flip-flop T, the gate B, and a counter. Pulses are

formed in the shapers as soon as the sinusoidal voltages applied to their in-

puts change from minus to plus. A pulse from the output of the shaper Sh_

Voltage from

selsyn rotor

Pulses at

output ofSh I
Pulses at

output of 5E2

Pul sea at

output of T

Pulses at
output of SA

Code st output of B

i A I --t
I I I

I A I A .
i i I I t

J--'-l_ _t
I I I I

1 III III111 1111111 1111
_t

I I I I
III i III I

_t

Fig.205 Timing Chart of One-Channel Converter

with Phase Shifter

opens gate B via the flip-flop T, while the pulse from the output of the shaper
Sh 2 cuts off that gate.

When the selsyn rotor is rotated through a certain angle _, its output
voltage is shifted in time (in phase) relative to the reference voltage by some

quantity to, proportional to _:

where T is the period of the reference voltage.

Obviously, to is the time interval representing the intermediate quantity

in the transition from the shaft position to the corresponding digital num-
ber.
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Conversion of the shaft position to a digital number is illustrated in

Fig.205. The rotation of the selsyn rotor through the angle _ causes a shift

of its output voltage relative to the reference voltage by an amount to, which

is measured by means of the system SA-gate-counter. The SA generates clock

pulses that are counted by the counter during the time to, for which the gate
is open. Thus, by the end of the time interval to, the number that is the dis-

crete equivalent of the angle of shaft rotation _ has been set up in the
counter.

To obtain the required accuracy of shaft-to-digital-number conversion, the

frequency of the reference voltage fr and the frequency of the clocks f (the
pulses from the SA) must be correlated in a certain way. Let us assumeCthat

one rotation of the input shaft represents N physical reference units, and that

E]

Reference _-
vol rage

Two-Channel "Shaft-Position Digitizer"
with Phase Shifters

to each such unit there corresponds a unit of the number into which the shaft

position is converted. This condition is satisfied if, during the time T cor-

responding to one rotation of the input shaft, the generator SA generates N

pulses. Therefore,

Since T =

N---_fe T.
1

f_ /e _/_ N.

Let N = 20,000 and fr = lO0 cycles, which is entirely realistic. Then the fre-

quency fc must be 2 Mc. /350

It is rather difficult to make a converter operate stably at such a high

frequency. Frequency matching does not guarantee accurate operation of a one-
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channel converter, in which the error of individual elements, especially those
........ _o_ _l_se _LLf_ers, has a marked effect. For large values of N,
therefore, two-channel converters are used.

A two-channel converter uses two selsyn phase shifters: the coarse reading
selsyn CRS and the fine reading selsyn FRS, which are connected at a certain

transmission ratio. The angle of rotation of the input shaft is converted into

a digital number by the same principle as in the one-channel converter, but
separately on the channels of coarse and fine reading.

Figure 206 gives a general schematic of one variant of the two-channel

converter. The selsyns of coarse and fine reading are connected at a transmis_

sion ratio of 1 : 32, i.e., for one rotation of the CRS rotor, the FRS rotor

makes 32 revolutions. This transmission ratio was selected because it repre-
sents a power of two, thus simplifying the circuit of the converter and the

matching of the fine and coarse reading channels.

The shaft angle of each of the selsyns is converted into a digital number

in a manner similar to that used in the one-channel converter. The shapers Shm,
Shs, the flip-flop T2, and the gate Bm participate in the conversion on the

fine-reading channel, and the shapers Sh_, Shs, the flip-flop T_, and the gate

B I cooperate on the coarse-reading channel. The marker pulses TO are fed /351

to the gate B2 directly from the step attenuator SA, while the gate B_ is fed

with the marker pulses GO from the frequency divider FD, which reduces the fre-
quency of the pulses from the SA to the desired level. The number into which

the angle _ is converted is in general set up for the entire converter by the

counter which counts the pulses arriving from the gates B: and Bin.

Figure 207 gives a timing chart for the two-channel converter. The chart

shows that to one period of the reference voltage T there correspond 32 marks GO

and 256 marks TO. The number of TO marks may differ; but in the case shown on

the chart, one revolution of the input shaft represents 8192 physical reference

units, and to each of them corresponds a unit of the binary number formed in
the counter.

In the case under discussion, 256 markers correspond to one revolution of

the FRS rotor. This means that, in any position of the rotor, not over 256

pulses can pass to the gate Bin, which is insufficient to represent 8192 physical

reference units. In addition, the number of pulses passing the gate Bm does

not unambiguously define the input shaft position (its angle of rotation _)
since the count on the TO channel begins again after each revolution of the

FRS rotor, corresponding to only 1/32 revolution of the input shaft. This
makes it necessary to introduce additional elements to count the number of

revolutions of the FRS rotor, i.e., for a unique determination of the input
shaft position.

The number of revolutions of the rotor of the FRS is counted in the coarse

reading channel. For each revolution of the input shaft the CRS rotor will

make 1/32 revolution, and the FRS rotor one full revolution, corresponding to

the appearance of one pulse at the output of gate B I. Thus, the number of

pulses at the output of the gate BI will indicate how many revolutions are made
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by th_.........e_ ._=a_g_____._j_o__ _- during vaiiaLion of the input snalt angle from

0 to 360°. One GO mark corresponds to 256 TO marks, permitting ready matching

of the operation of the counter elements which count the pulses simultaneously

arriving from the inputs of gates B I and Bm.

The converter uses a 13-column flip-flop counter, which makes it possible

to express each unit of the number formed in it by 8192 physical reference

units. The pulses from the output of gate B_ arrive at the input of the flip-

flop of the least significant column of the counter. The pulses from the out-

put of gate B 2 are fed directly to the input of the flip-flop of the ninth

column of the counter, corresponding to the weighting ratio of the markers of

coarse and fine reading.

Let the output shaft rotate through an angle _ = 5.5 360 °, and let the
32

angle G at this instant be converted into a digital number. Obviously, the

5.5
CRS rotor will rotate 3-"_-- revolution from the zero position, and the FRS /353

rotor 5.5 revolutions, which practically corresponds to its rotation by 0.5

revolution. The gate B_ will be open for the time t I - 5.5 T during which
32

5 GO marker pulses will be passed by it to the counter. The gate Bm will be

open for the time te = 0.5 T during which it will pass 128 TO marker pulses to

the counter. The binary number OOlOllOO00000, corresponding to the decimal

number 1LOS, is ultimately set up in the counter. This conversion satisfies

5.5
the requirement, since the angle of rotation _ - 360 ° represents 1LOS

32

physical reference units under the prescribed condition that a complete revolu-

tion of the input shaft corresponds to 8192 physical reference units.

A very high frequency is selected for the reference voltage, which means

that the selsyn rotors can be considered stationary during the conversion.

However, the frequency must not be too high, since the proportional time inter-

vals would become too short, and the shaft positions being converted would be

represented by small numbers (at equal frequency of the GO and TO markers).

In a two-channel converter with phase shifters, as in the one-channel con-

verter, the frequencies of the clocks (the pulses from the SA and the FD) must

be matched with the frequency of the reference voltage. The frequency of the

TO markers, taken directly from the output of the SA, is

where fr is the frequency of the reference voltage;

N is the number of physical reference units represented by one revolu-

tion of the input shaft;

Q is the transmission ratio from FRS to CRS.

339



The frequency fm of the GO markers, taken from the output of the frequency

divider FD, depend on the values of f_, N, and Q:

f_= W-' or /2= •
Q_

If N = 8192, fr = lO0 cps and Q = 32, then fz = 25,600 cps and f2 =

= 3200 cps.

fl
m

8

Shaft-posltion digitizers with ordinary phase shifters, manufactured along
the line of electric machines, cannot give very high conversion accuracy even

in the two-channel version, because the mechanical reducers used are a source

of errors that cannot be compensated in full-scale circuits. In the extreme /35A

case, converters with ordinary phase shifters can convert the shaft positions
into binary numbers with not more than 13 true places. Another disadvantage of

such devices is their rather great bulk and considerable weight.

Multipole phase shifters of special design are used to build relatively
small and highly accurate converters for shaft positions to binary codes. In

such phase shifters, the phase of the output voltage varies at a far greater
rate than the angular displacement of the rotor shaft. These are known as five-

speed angular displacement transmitters and may be built either capacitive or
inductive. Inductive high-speed transmitters are usually called inductosyns.

An inductosyn is a multipole inductive angular-displacement pickup from

which the angle can be read to within an accuracy of several seconds of arc.

In contrast to the phase shifters of the electric machine type, they contain no

iron and their windings are of special design, usually of the printed type. A
two-channel converter can be run on a single Inductosyn, because of the internal

electric reduction. If properly designed, inductosyn converters can convert

shaft positions into binary numbers with as many as 18 true places.

Direct encodin_ systems. In direct encoding systems the shaft rotation

angle is converted directly into the parallel (or serial ) code of a binary num-

ber. The principal elements of such systems are usually encoding disks and

encoding drums, connected with electromechanical, photoelectric, or inductive

systems of data reading.

Encoding disks and encoding drums are based on the principle of subdividing
their surfaces into a series of fields, some of which represent the code 0 and

some the code lo The system of subdivision is such that to each position of

the input shaft connected to the disk or drum there corresponds a definite core-

bination of fields representing the code 0 or 1. Thus, at a given angle of

rotation of the input shaft, a fully determinate binaz_ number can be read off.

Consider the example of a shaft-digitizer with a four-columu encoding dr_m

and an electromechanical system of data mapping. Figuz'e 208 is a schematic of

such a device. The encoding drum CDr is divided into four parts, corresponding

to the four places of the binary numbers. Its surface consists of a system of

conducting and nonconducting areas corresponding to the codes of the b_lary
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numbers. The right side of Fig.208 shows the developed surface of an encoding

drum; the dar_ areas are nonconducting or insulating and the unshaded areas are

conducting.

All the conducting areas are electrically connected with the command /355

bus CB to which the control pulses are fed from the control unit CU. A pulse

arriving at the CB can proceed to a given input of the amplifier-shaper unit

ASU only if at least one of the electric brushes Br_ - Br 4 makes contact with a

conducting area on the drum surface. If several brushes are at the same time

2z 2' 20
__ cn

Of, I',..' _'_'_ ."_"_._._ z-C"_mi

-
q | J

o.t_t

]

2= 2z 2' 20

L_____J 9
•._..:;.
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Developed encoding drum

Fig.2C8 Shaft-Position Digitizer with Encoding Drum

in contact with conducting areas, pulses will arise simultaneously at several

inputs of the ASU. After amplification and shaping, these pulses form the

parallel code of the number at the output of the circuit.

This device operates as follows: When measuring the angle of rotation

of the input shaft, a "query" pulse is sent from the CU to the CB, and causes

the appearance of pulses at those inputs of the ASU to which brushes that happen
to be in contact with the conducting areas of the drum are connected. At the

positions of the brushes and various areas of the drum shown in Fig.208 (the

brushes are denoted by circles on the drum development) pulses appear at the

two right inputs of the ASU. The parallel pulse code of the binary number OOll,

in this case, is obtained at the output of the converter.

A converter of the "shaft-digitizer" type, using an encoding drum, is a

input shaft. To each position of the input shaft and therefore to each posi-
tion of the code drum, there corresponds a certain binary number. To match the

elements of the circuit, it is sufficient, for _ = O, to let all brushes mare

contact with the nonconducting areas.

If shaft rotation angles are to be represented by binary numbers with many
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places, one increases the number of tracks from which the codes are read, /356
on the drum. In some cases the drums used may have a rather small number of

columns but be coupled at certain transmission ratios. Figure 209 shows a

symbolic diagram of a converter with four three-column encoding drums CD,

coupled at a transmission ratio of 8 : 1. The angles _ in this converter are

represented by the numbers from 0 to 212.

Shaft-position digitizers with encoding disks are the most widely used of

the direct coding systems, in view of the possibility of extensive use of the

202' 27 2_Z_25 ,2627Z8 29 2'02"

II1 tlt III III

Fig.209 Shaft-Position Digitizer with Four _hcoding Drums

photoelectric and inductive methods of data mapping. They are also compact and

rather reliable. The method of data mapping has no effect on the design prin-

ciples and only the design of the individual assemblies need be modified.

Therefore, certain general problems will be considered below without reference

to the method of data mapping.

Figure 210 is a schematic of a "shaft-digitizer" system with a four-

column encoding disk and photoelectric data =apping. This system is based on

the encoding disk CD (Fig.211), which consists of the concentric circumferences

of a series of rings, one for each place in the binary numbers obtained by the
conversion. The outer ring of the disk corresponds to the least significant

digit of the numbers, and the inner ring to the most significant digit. Each

ring is divided into a series of transparent and opaque areas of the same size.

If the rings are numbered consecutively from the inner ring, then the number of

transparent and opaque areas of any ring of the disk can be calculated by the
formula

,'1/I,=- N k = 2k-l,

where k is the number of the ring;

is the number of transparent areas of the k-th ring;

N_ is the number of opaque areas of the k-th ring.

A transparent area of the ring corresponds to the code l, an opaque area

to the code O. Successive transition from sector 0 to sector 15 therefore /357
will yield a series of 16 successive binary numbers from 0000 to Iiii. For

example, the number 0110 corresponds to sector 6, the number 0100 to sector 8,

the number lOlO to sector i0, and so on.
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The encoding disk is rotated between the light sources LS and the photo-

........ _o_ _._uj, ar_-_nged along the radius of the disk. Narrow light

beams from the LS pass through the points of the axial circumferences of the

ti

i

i

CD

!},

Fig.210 Shaft-Position Digitizer with _coding Disk

corresponding rings of the disk, for example along the arc AA (see Fig.211);

the light beams are interrupted by the opaque areas or not interrupted by the

transparent areas of the disk, depending on its position, i.e., on the angle of

0 15

o

11

113

Fig.211 Four-Column _hcoding Disk

Potatlon G of the input shaft.

The bulbs of the light sources are lit only at the instant of measuring

the angle _, owing to the arrival of a special control pulse from the control
unit CU.

The light beams from the LS only reach those photocells that, at the given
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instant, are not covered by opaque areas of the disk. At the outputs of the

excited photocells, and thus also at the corresponding outputs of the a_plifier-

shaper ASU, the parallel pulse code of the binary number, forming the discrete

equivalent of the angle _ of the input shaft rotation, is produced.

In the position of the disk shown in Fig.210, the light beams pass from

LS I and LSs to Ph I and Phs, respectively. The parallel pulse code of the bi-

nary number lOlO is therefore formed at the output of the system. In this

case, sector lO of the disk is between the light sources and the photocells,

as shown in Fig.211 by the location of the circles representing the photocells,
along the radius of CB.

This device is a positional system, since any angle of shaft rotation is

uniquely determined by the corresponding binary number.

If the inductive system of data mapping is used in such a device, then

a pair of magnetic cores with windings is substituted for each pair of light

source and photocell. One core acts as the signal transmitter, the other as

Fig.212 Magnetic-Core Device for Inductive

Data Mapping

the receiver. The cores are so positioned that one of them forms the prolonga-

tion of the other (Fig.Pl2). They may be H-shaped.

Let there be only an air gap between the cores. When a current pulse is

then fed to the winding of one core, an emf will be induced in the winding of

the other core, and a current pulse will be produced at the output. This is
due to the fact that the magnetic flux arising in the first core is closed

across the second core, intersecting the turns of its winding. If, when a

current pulse is fed to the winding of core A, a copper disk (screen) is placed
between it and the core B, then no emf is induced in the winding of the core B

and no pulse will appear at the output, since the magnetic flux arising in the

core A is not closed across the core B but loses its energy by the formation of

Foucault currents in the screen. To obtain the maximum screening effect, the

screen is made of materials of low electric resistivity, for exile red copper.

Thus, the principal elements of the converting portion of a "shaft-position

digitizer" system with an inductive system of data mapping are magnetic cores

with windings and a magnetic encoding disk with openings pierced in accordance

with the code of the numbers to be obtained at the output. A comparison of the

encoding disks of the inductive and photoelectric systems of data mapping shows
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that the apertures in the encoding disk in the inductive system co_re_%_o_r_to

the transparent areas of the disk in the photoelectric system, and the continu-

ous part of the disk in the inductive system to the opaque parts of the disk in

the photoelectric system.

The encoding disk can be subdivided into areas according to various codes.

Thus the disk shown in Fig.211 is subdivided into areas according to the con-

ventional binary code. The development of such a disk or, expressed different-

ly, the development of the ordinary binary code is shown in Fig.213a, where the

G

c

Fig.213 Development of Codes

a -Binary; b - Cyclic; c - Shifted binary

dark portions correspond to 0 and the light portions to I.

The ordinary binary code has the advantage that the parallel (or serial)

code of the binary number can be obtained directly at the output of the unit,

without any conversion. Large errors, however, may occur in surveying the

data. In fact, in the ordinary binary code, two adjacent numbers may differ in

all their digits. For this reason, in partitioning the disk into areas, the

two sectors representing these numbers will differ in all their areas. Thus,

............................. ._. _,,_ O, _- _._n s_c_ors ±_ and i6 L"see
Fig.213a), the dark areas in all places are replaced by light areas and vice
versa. Since the sensitive elements (magnetic cores or photocells) are always

positioned with a certain error and have a l_=mited resolving power, either
code 1 or code 0 can be read at the boundary between two areas of the disk.

Therefore, at the boundary between sectors 31 and O, for example, the code of
any number from 00OO0 to lllll can be read.
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The reading errors with the usual binary code can be eliminated by stop-

ping the disk at the instant of reading in a position such that the pickups

cannot lie on the dividing line between adjacent sectors. But the use of

special fixing components would complicate the design and sharply lower the

speed of the entire system. For this reason, in high-speed shaft digitizers,

where the data are taken off at high frequency, the disk is subdivided accord-

ing to special codes in order to eliminate the reading errors. Such codes are:

cyclic or reflex, and the binary-shifted, or V-scan code. Figure 213b is a /360

development of a cyclic (reflected) code and Fig.213c of a binary-shifted (V-
code).

The cyclic or reflected code is obtained from the ordinary binary code by

substituting its digits according to a definite law. The representations of

two adjacent numbers in the cyclic code differ from each other in the value of

only one of the digits.

The cyclic code uses the same symbols for zero and one as in the ordinary

binary code, i.e., 0 and 1. For two and three, the symbols 0 and 1 are written

in the reverse order, and to distinguish their representations from those of 0

and 1 in the second place, the symbol 1 is recorded. Thus zero, one, two, and

three in the cyclic code are represented by 00, O1, ll, lO. For the numbers

from four to seven, these symbols are repeated in inverse order, but with the

symbol 1 in the third place: llO, lll, lO1, lO0. The symbols for the follow-

ing numbers are similarly obtained.

TABLE 2&

NOTATION OF NUMBERS IN BINARY AND CYCLIC CODES

Number

i

Zero

One
Two

l"hree
Fou r

Five
Six
Seven

Binary
Co de

0o00
00oi
oo10
0011
010o
0101
OII0
0111

C_clic
ode

0000
OOOl
0011
0010
0110
0111
0101
0100

Number

Eight
Nine

Ten

Eleven
Twelve

Thirteen

Fourteen
Fifteen

I000
1001
!010
!011
I!00
I101
lliO
I111

i100
Ii01
lilt
!110
!010
!011
!001
1000

Table 2L gives examples for the notation of the sequence of numbers from

zero to fifteen in the cyclic code, with the representation of these numbers

in ordinary binary code for comparison.

It will be seen from Table 2/. that the sequence of number representations

in this code consists of cycles in each place, the digit sequences in any cycle

being a mirror image of the digits in the next cycle of that place. In the
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first place of the number reoresentations in cyclic code. we note cycles of

two digits each, in the second place of four digits each, and so on. If we

represent the mirror images by horizontal lines, we obtain the following break-

down, by cycles, of the digits of the three least significant places of the

0 0 0

0 0 l

0 I I

0 l 0

1 l 0

I l I

I 0 i
I 0 0

I 0 0

I 0 I

I I I

I I 0

0 I 0

0 I i
0 0 I

0 0 0

numbers presented:

These features of this particular code are responsible for its name,

namely, cyclic or reflex (reflected) code.

The general rule of formation of the cyclic code from the ordinary binary
code is as follows: To form the cyclic code of a number, its ordinarybinary

code must be shifted one place to the right and the shifted and unshifted ordi-

naryblnary code must be added, without carries from column to column, neglect-
ing the least significant digit of the shifted code.

Thus, given the binary number

A 2 --_ (tn_lan_ 2 . •. at+laiai_ 1 •.. a2aflo,

its representation in reflected code

Ac _ _n- l_n-2 • ""_i+l_i_i-1 " • "_2_i_O

is obtained by forming the values of the digits _i of the latter according to
the formula

i.e.,

al = a_ + ai+ l (rood 2),

_i = O, if ai = ai+l, _"_ _l ----1, if a_ 4: a,+ v

For example, let the number Am = llOlOll. Then, its representation in

cyclic code will be lOllllO, since

3_7



÷ _-LOI(_.I -_ unshifted code A2

l'lOlO1 --. shifted code A2

lOllllO -. cyclic code A
c

The use of the cyclic code minimizes the reading error on the boundary

between two sectors of the encoding disk, which does not exceed a unit of the

least significant column. This is explained by the peculiarities of the re-

flected code, in which two adjacent numbers differ in the value of only one of

the digits, as will be clear from the Table and from Fig.213b. Thus, the prin-
cipal advantage of the cyclic code is that it minimizes the error of conversion

of a continuous quantity into a discrete quantity.

However, the practical application of the cyclic code is limited by the

difficulty of the conversion into ordinary binary code. If the encoding disk

is subdivided into areas according to the cyclic code, then the numbers ob-

tained at the output of a shaft-position digitizer will also be in cyclic code.

For further utilization, the numbers must be represented in a code acceptable

to the computer, i.e., one must change from the cyclic code to the ordinary

binary code. It is the necessity of this transition that makes the design of

actual circuits difficult. The use of cyclic code also complicates the design
of two-channel converters.

The general rule for translating cyclic code to ordinary decimal code is

as follows: Given the representation of a number in cyclic code:

A c -_- _n_l_n_2... _1_1_i_(1_ 1 . .. _2_t_o,

then its representation in ordinary binary code

--: a .__a "__. . . a; .,aial_ 1 ... a,za_a°

is obtained by forming the bits ai of that code according to the formula

a_ = _i + a_+l (mod 2),
i.e. ,

a_=O, Jt o_a_+l,a.da_l, i£ _:¢:a_+ r

Here, as in translating ordinary binary come to cyclic coue, the most

significant digit of the number representation always ren_ins unchanged, i.e.,

an-l ---__u--l"

A device for converting cyclic code to ordinary binaz7 code may use various

systems. The simplest is a system £u which the logical operation of non-equiva-
lence is performed, i.e., o_ OR-OR gate is used (Fig.21A).

The cyclic code of the nu_er is fed, with the most significant digits
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first, to the input A of an OR-OR gate. The codes formed at the output P of

the circuit are fed to input B. ,_he code ol one first column, £ormeC at the

output P of the number, enters the input B of the OR-OR gate simultaneously ___
with the code of the second column of the number entering the input A, etc.

Owing to this, the ordinary binary code of the number is formed at the output

of the gate, likewise with the most significant digits first. To prevent the
least significant digit of the number, which must not participate in the forma-

tion of a cyclic code, from passing through the OR-OR gate, the feed of the

clock pulses I@ is interrupted at the required time. If this cannot be done,
then a controllable AND circuit is connected to the output of the OR-OR gate,

so that only the required number of code pulses of the number are passed at

IT

oo

Ac. lOllllO Az.llO|Olt
0

Fig.21A Schematic Diagram of Translation of Cyclic
Code into Binary Code

the output of the converter.

The shortcoming of this system of translating cyclic code into ordinary

binary code is that it operates on numbers which are transmitted on the code
buses, with the most significant digits (MSD) first. Since operations on num-

bers are ordinarily performed by transmitting them in serial code, with the

least significant digits (LSD) first, a device for modifying the sequence of
the digits of the numbers on the code buses must be added to the system.

The binary-shifted code, or V-scan code is obtained by appropriate design-
ingmethods based on rules that differ from the rules for dividing the encoding

disk into areas when the ordinary binary or cyclic code is used. The peculiari-

ty of the binary-shifted code, namely, a double representation of each digit of

the binary number, is expressed in the fact that two rings (two channels) are

allotted on the encoding disk for the representation of a single digit. Ac-

cordingly, two pickups are required for each place, and the values of the codes

are taken off according to definite rules. The rules of constructing the bi-

nary-shifted code and the rules for reading the information when such a code is
used are such that the errors of conversion of the shaft position into numbers

are decreased to a unit of the least significant place. In this case the num-

bers at the system _t_]_ are in ordinary b__n_ry cod_e;

The construction of the binary-shifted code will be illustrated by the

aid of Fig.215, which gives a development of this code. The rules of code con-
struction are as follows:

i. To represent each place of a binary number, two channels or subareas A
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and B are allotted.

2. In the subareas A, the dark areas, representing the code O, are so
shifted that at a certain initial llne the dark area of channel A of the
(i + 1)-th place is shifted to the left relative to the dark area of the chan-
nel A of the i-th place by a quantity equal to a quarter length of an area /36A

of the i-th place. The boundary line of transition from the sector represent-
ing the number 0 to the sector representing the highest number ...llll is usu-
ally taken as the initial line NN. The dark areas of the channels A at the

line NN are shifted according to the rule given above: The distance between

the sections MM and PP, for instance, is a quarter length of the area of the
II place.

B

PM N S
,.I I I,.o , .z_ _ ,, 5 8 7 1.8

I I. l I

PM N S

Fig.215 Development of Binary-Shifted Code

3. In the subareas B, all the dark and light areas representing the codes

0 and 1 are shifted relative to the areas of the subareas A to the right, by a
quantity equal to half the length of an area in that place. The values of the

light and dark areas of one place are the same as they are when ordinary binary
code is used.

_. Channel A in place I is excluded from the development of the code,
since when the binary-shifted code is used it is sufficient to have a single

channel in the least significant place.

If the encoding disk of a shaft-position digitizer is subdivided into

areas according to the binary-shifted code, then as many pickups as there are

channels on the disk will be required to read the data. In the general case

the angles of shaft rotation are converted into n-place binary numbers, which

means that the converter must have 2n-1 pickups (two for each place, except the

least significant place). All of them lie on a single straight line along the
radius of the disk and are switched on according to definite rules.

The mapping of data from the pickups is controlled by the following rules
when using the binary-shifted code:

If the code O occupies the i-th place, then the (i + l)-th place is read
from the pickup of the subarea A.
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If the code i occupies the i-th place, then the (i + l)-th place is read
from the pickup of subarea B.

Whenthese rules are followed, the conversion error for the shaft position
into binary numbers is minimized, and does not exceed a unit of the least
significant place.

Consider the case of reading at the boundary between the sectors repre-
senting the numbers seven and eight. If the disk is subdivided in accordance
with the ordinary binary code (cf. Fig.213a), then any number at all, from 0000

to llll, can be read out. If the encoding disk is subdivided according to the

binary-shifted code, either the number Olll or the number 1000 will be read,

depending on the position of the first-place pickup relative to the cross sec-

tion SS of the development (Fig.215). If the pickup of place I is so located

that the code 1 is read from it, then reading in the place II is done from the

pickup of the subarea B, which also gives the code 1. In the place III, the

code 1 is again read from the element of the subarea B. In the place IV, read-

ing from the element of the subarea B gives the code O. Thus, the code of the

binary number Olll is formed at the output of the system. If the pickup of

the place I is so located that the code 0 is read from it, then the code of the

binary number lO00 is formed at the output of the unit.

The use of the binary-shifted code results in two substantial shortcomings
of the unit:

The encoding disk must be considerably larger, since two channels are

reserved for each place.

The conversion of shaft position into n-place binary numbers requires

2n-1 pickups connected with a special switching system that permits the reading
of information in accordance with definite rules.

The first of these two drawbacks is eliminated as follows: In dividing

the encoding disk into areas, only a single channel (ring) is reserved for each

place, while the pickups, whose total number still remains 2n - i, have the

same location relative to the areas of the disk as they have when each place is

represented by two channels. The channels of the subareas A are usually em-

ployed as the place channels, for which reason the pickups of these subareas
are arranged in the same manner as when two channels are reserved for each

place (Fig.216). Figure 216 shows the position of the pickups in reading the

code 0 for the cases of two-channel and one-channel representation of the

places in binary-shifted code.

The second drawback is less important since, when magnetic cores are used,

design of the converter and, when the information is read in serial codes, the

switching circuit is rather simple.

Figure 217 shows one version of the switching circuit, consisting of five

ferrite-transistor cells. The circuit feeds the output of the converter with
the codes read either in the subarea A or in the subarea B, according to the /367
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Fig.216 Formation of Binary-Shifted Code by Displacing

the Pickups

lrZ

! i

I

Output

Fig. 217 Switching System
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-_ove ra!es. _ = _= o-_-_!ished by ba__ng the cells I and 2 form an A_ _zate-.

and the cells 3 and & an inhibit circuit, while the output signal formed at

the output of cell 5 is fed to one of the inputs of these gates.

Figure 218 is a general schematic of a shaft-position digitizer with an

encoding disk subdivided into areas in accordance with the binary-shifted code.

In this device, the term converter is applied to the encoding disk proper

and the system of pickups used for reading the information. The delay llne,

which plays the role of a local control unit, maps the data in the form of

serial pulse codes. If the data are required in the form of parallel codes,
then the delay line is not used and the number of output amplifiers and switch-

ing circuits is increased according to the number of places on the disk.

From control unit

.t_

G

_i

 Jl,i.r
___ Switchin8 tcircuit

_ Amplifier

8

Fig.218 General Scheme of a Shaft-Position Digitizer
with _hcoding Disk

This system operates as follows: The beginning of the readout of the

serial code of the number, into which the input shaft angle _ is converted, is

determined by the time the command pulse is fed from the control unit CU to the

input of the delay line. This pulse, which appears at the outputs of the delay

line at each clock, successively "queries" the pickups of all places. The time

required for passage of the pulse through the delay line is so selected that

the pickups of all the places are "questioned" at a practically motionless en-

coding disk.

The code pulses are taken pairwise from the pickups, i.e., simultaneously

from the subareas A and B, are fed after amplification to the input of the

switching circuit, which selects them. As a result_ the serial code of the

number representing the discrete equi_alent of the continuous magnitude of the _

input shaft angle _ is formed at the output o£ _ne _unit.

Section 53. ' ' + _ ]* "_umber-_o- Io_ _a_e Converters

Digital-to-analog converters for voltage are designed to effect the transi-
tion from bina_ numbers Ln parallel or serial ccde to the correspond_mg

353



voltages. Various principles and elements can be used to synthesize the clr-

cults. Below, we will discuss an electronic number-to-voltage converter based

Fig.219 Schematic of System for Converting Binary

Numbers into Voltages, with Current Stabilizer

on the principle of current addition and a converter based on ferrite-transistor
cells.

A general schematic of a unit for conversion of four-place binary numbers
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on the principle of current addition is shownin Fig.219. It consists of flip-
flops forming the register of the numberto be converted X = x4xsx_xz, cathode
followers CF to stabilize the currents, and two networks of progressively in-

creasing resistors. The output voltage of the unit is denoted by U^8.

The cathode followers not only have the function of current stabilization

but also the function of switching the currents according to the state of the

driving flip-flops. If the flip-flop is in the state O, current will flow

through the left-hand cathode follower of the pair connected to it, whereas if

the flip-flop is in the state l, current will flow through the right-hand
cathode follower.

Output 2

From left

of flip-f]op _

From current 150 6[_._

regul at.or ¢i_

!

Output I

ghtanode

'of flip-flop

0.05

Fig.220 Circuit Diagram of Cathode Followers

The principal wiring diagram of a pair of cathode followers driven by one
flip-flop is given in Fig.220. The common-cathode (common-emitter) circuit /369

of the followers has still another cathode follower instead of resistors, thus

improving current stabilization.

When all flip-flops are in the state O, i.e., when current flows through

the left-hand cathode followers, the potential of point A is determined by the
formula

UA = U -- (I_R + L. 2R + I3" 4/? + I4" 8/?) = U -- 15AU,

where
AU = IRand It = I._= 13 = I4 = L

Obviously, the potential point B is

u.=u,
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and the output voltage will be

UA_-----UA--Us= -- 15A:r,

If all flip-flops are in the state I, i.e., if current flows through the
right-hand cathode followers, the potentials of the points A and B and the

output voltage will have the following values:

O'A= u,

ua = u-- lsao',

ua_ = lSaU.

In the general case, when current can flow through the cathode followers

in various combinations, the potentials of the points A and B are expressed /370
as follows:

UA = U -- 15AU + pAU,

Us = U-- paU,

where p is the decima_ .,_mber corresponding to the binary number being con-
verted, and introduced into the flip-flop register of the unit.

Then, the output voltage will be

Uas = -- 15AU + 2pAU.

This expression shows that the voltage at the output of the unit is in
fact proportional to the number being converted.

Let the binary number X = x_xsx_x x = lOll be introduced into the flip-

flop register of the converter. Then, current will flow through the right-hand

cathode followers of the flip-flops Tx, T2, T4 and the left-hand cathode fol-

lower of the flip-flop Ts (see Fig.219). The potentials of the points A and B
will then become

UA =U--4AU,

uB=u-- ll_a,

and the voltage at the output

Uas = 7AU-_-- 15AU+ 2. I1AU,

thus confirming the validity of the above expression for the general case of
conversion of a digital number into a voltage.
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This system can also be designed to convert numbers with numerous digits.

However, any increase in the number of digits will also increase the conversion
errors.

Figure 221 is a schematic of a digital-to-analog converter based on

ferrite-transistor cells. This unit consists of the number register P1, which

has seven ferrite-transistor cells, four controllable AND gates, four generating

cells GC, the pulse transformer PT, and an integrating RC circuit. It is de-

signed to convert four-digit binary numbers into serial pulse codes.

of numberL-- _ --.J

CP, • -

Too_tp_to_OC l I I ! I I I I.I i I i I I I i I=t

Too_tputof_2 !. i I I I I I I __t

Too_p_ o_0c3 .I I I i ---t

To output of GC, , i I :l

Fig.221 Ferrite-Transistor Circuit of a Digital-

to-Analog Converter

The _egister P1 is used to record the number to be converted and then to

transmit it in parallel pulse code through the controllable AND gates to the

generating cells. The number is fed to the register, with the LSD first;

therefore, when the register is filled, the least significant digit of the num-

ber will be written in the cell 7, and the most significant digit in the cell lo

The generating cells GC I - GC4, excited by the code pulses of the number
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being converted, produce in unit time a numberof pulses proportional to the
digit in the corresponding place of the number. If the cell GCI generates
pulses of a frequency F, then the cell GC_will generate pulses at a fre-
quency F/2, the cell GCs at a frequency F/k, and the cell GC4 at a frequency
F/8. This frequency ratio is obtained by feeding the generating cells with
clock pulses from a special frequency divider.

The outputs of all generating cells are connected to a commonbus. The
primary winding of the pulse transformer is also connected to this bus. The
pulses of different frequencies formed at the outputs of the cells do not coin-
cide in time, owing to their mutual shift, as will be seen from the timing
chart at the bottom of Fig.221.

The integrating RCcircuit separates the DC componentof the pulse voltage,
proportional to the numberof pulses arriving in the primary winding of the /372

pulse transformer PT. The time constant of the circuit is taken large enough

to obtain, at the output of the unit, a voltage that can, for example, be used
to drive the motor of a servosystem.

In this unit, a number is converted into the proportional voltage after
formation of a pulse train whose number is proportional to the value of the

number to be converted and depends on the frequency of pulse generation by the

cells GC I - GC4 and on the operating time of these cells. The operating time

of the generating cells is limited by the arrival of the control pulses CP I
and CPz from the control block; it is calculated from the conditions for secur-

ing the required conversion frequency and may be only 20 - 50 msec.

Let the serial code of the binary number lOlO be introduced, for conver-
sion into the proportional voltage, into the register P1, whose clock circuits

are continuously fed with shift pulses. When the register P1 is filled, a

control pulse CP I is fed to the AND gate, and under the action of this pulse

the parallel code of the number will arrive at the inputs of the generating

cells. In our case, the code pulses 1 formed at the outputs of the cells 1

and 5, after passing through the AND-1 and AND-3 gates, will excite t:_ gener-

ating cells GCI and GCs. These cells will generate until the control pulse CP2
is applied. During this time, the primary of the transformer will receive a
pulse train whose number will be

N---_ M(2 s + 21) = M"1010,

where M is a scale factor.

Since the output voltage is proportional to the number of pulses arriving

at the primary of the transformer, it will also be proportional to the number
converted.

The ferrite-transistor circuit of a digital-to-analog converter for voltage

can also be so designed that all the generating cells will generate pulses of

the same frequency, but feed them to different primaries of the pulse trans-

former, so that the signals are counted proportionally to the power of two,
i.e., at a ratio 2s : 2_ : 21 : 2°.
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Sect_ on 5!_'= _3mber-tn-Shaft Converters

Digital-to-analog converters for shaft position are designed to transform

binary numbers, fed in some code, into the corresponding shaft-rotation angles.

Such a converter may have either a closed-loop or an open-loop control system.

If the converter has a closed-loop system, into which information is fed from

output to input for comparison with information fed from outside the system, ___

it is usually called a digital servosystem.

The most characteristic digital-to-shaft converters are those with step

motors, those designed on the time-system principle, and digital servosystems.

Number to be

converted :_mting
counter

Pulse ]gen era tor

Fig.222 Digital-to-Analog Converter for Shaft Position

with Step Motor

Converter with step motor. A number is most simply converted into a

proportional angle of shaft rotation in a converter with a step motor, of which

Fig.222 is a schematic. The converter consists of a pulse generator, a re-

versible counter, a gate B, and a step motor.

The backward-counting counter is used to compare the number being con-

verted with the number of pulses arriving at the input of the step motor. It

directly drives the gate B, in such a manner that the gate is blocked only if

all flip-flops of the counter are in state O.

The step motor plays the role of a final output element. On the arrival

of each pulse, its rotor and thus also the output shaft of the system rotates

through a definite angle, for instance 1/50 of a revolution.

Thisunit operates as follows: Pulsesin a number proportional to the

in the limiting case this pulse train may represent the number-pulse code of

the number to be converted. As soon as one of the flip-flops of the counter

is set to the state I, the gate B is opened and pulses from the generator begin

to arrive at the step motor.

Each of these pulses arrives simultaneously at the second input of the
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reversible counter. The number of pulses fed to the step motor therefore

equals the number of pulses fed to the first input of the reversible counter,

i.e., the number of pulses representing the binary number to be converted.

Thus, the angle _ of rotation of the output shafts of the converter is propor-

tional to the operand. /37&

The conversion rate in this system is completely determined by the rate of

pulse generation by the step motor and, consequently, cannot be high. Usually

a step motor of a digital-to-shaft converter generates pulses at a repetition

rate up to 15 cps.

Time systems. In time systems for conversion of a number to the propor-

tional angle of rotation of an output shaft, the number is first converted into

f
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Fig.223 Digital-to-Shaft Converter with Servosystem

a time interval defined by the generation time of two pulses. This is due to

the fact that servosystems capable of handling quantities assigned in the form

of the corresponding time intervals are used here.

Figure 223 is a schematic diagram of a digital-to-shaft converter using

the time-system principle. The unit consists of two main assemblies, a con-

verter of the original number into a proportional time interval, and a servo-
system. The diagram shows the case of the conversion of four-digit bits but

it may also be used in other cases of number conversion with more places. The

diagram also shows the number register P1, which is ordinarily a part of some

other unit of the computer.

The converter of the original number into a proportional time interval
consists of a series of flip-flops and gates and includes a calibration oscil-

lator PG. The number for conversion is fed in inverse code through the /375

group of gates B: from the register P1 to the register-counter of the converter,
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consisting of the flip-flops TI - T4. The gate B2 and the flip-flop Ts control

The device operates as follows: The binary number to be converted is

first rewritten in the inverse code from the register P1 into the register of

the converter. For this purpose, a control pulse CP: is fed to the group of

gates Bx, which are opened when the corresponding flip-flops of the register P1

are in the state 0. After setting up the inverse code of the number in the

Pu]aes at output of P6 i I I I I I I I I I I I I _ t

".lse CP, ! -- t

Voltage at output of T 3 -_ i

I

Pulses st input of T 1 I I I I I - t
I

Pulses at input 1 I I
of discriminator l * _' t

I --_ Lt_

Voltage at input 2 _- _ct=_'-_cc---_/

of discriminator " _ • t

Fig.22_ Timing Chart for One-Channel Digital-to-Shaft Converter

register of the converter, a control pulse CP_ is fed to the input of the flip-

flop Ts, setting it in the state l, at which the gate B_ is opened.

The time of feeding the control pulse CP_ determines the beginning of the

time interval into which the original number is converted. Beginning at this

instant, pulses are fed through the gate B_ to the input of the flip-flop Tx of
the register-counter of the converter from the generator PG. The number of

these pulses is proportional to the number to be converted and thus also to

the corresponding time interval (Fig.22h).

Gate Bm remains open until the register-counter is filled, i.e., until the

flip-flop T4 is reset from the state 1 to the state 0. The pulse formed at the

output of the filled register-counter resets the flip-flop T6 to the state 0,

thus cutting off the gate Bm and stopping the feeding of pulses from the PG to

the input of the register-counter. The time of formation of this pulse corre-

sponds to the end of the time interval into which the original number is con-
verted.

Consider the example of the conversion of a four-digit binary number /376

into the proportional time interval (see Fig.223 ). Let us convert the binary

number O101. When its inverse code is fed to the register-counter, the number

1010 will be set up there. From the generator PG, pulses begin to arrive at

the input of the register-counter from the instant the control pulse CPm is

fed to the flip-flop T6. In this case, the register-counter will be filled
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after the arrival of the sixth pulse from the PG. Thus, a pulse is formed at
the output of the flip-flop T4 whenthe sixth pulse, denoting the end of the
time interval, is fed to the input of the register-counter. This meansthat
the resultant time interval contains five time segments, each equal to the
pulse repetition rate of the reference frequency F, i.e.,

1 0= --F 101,

where _ is the time interval.

In the general case, some number N is converted.
interval will be

!

Its proportional time

The pulse at the converter output, which appears at time intervals _,

after the control pulse CP_, is fed to the first input of the discriminator of
the servosystem. The pulse CP_ is a reference pulse; it is formed at the

instant the sinusoidal reference voltage passes from minus to plus as is the

case in phase-shifter time systems of shaft digitizers. The sinusoidal voltage

from the selsyn ,S is fed to the second input of the discriminator; it is

usually shifted a certain quantity _ in time, relative to the reference
voltage (see Fig. 22A).

If the values of _, and _ do not coincide, an error signal A_ is gene-
rated and acts across the amplifier A on the motor M, turning the rotor of the

selsyn S through the angle necessary to make m_ practically equal to _N. Con-

sequently, the second stage of conversion of a binary number into the propor-
tional shaft angle consists in a comparison of two time values and the reduc-
tion of their difference to zero.

The phase of the sinusoidal voltage fed to the second input of the dis-

criminator is directly correlated with the angle of rotation of the selsyn

rotor, and thus also with the angle _ of rotation of the output shaft of the

unit. For this reason, when TN and _ are equal, the angle _ of rotation of
the output shaft will be proportional to the number being converted.

The quantity _ is expressed as follows:

where T is the period of the slnusoidal reference voltage.

For TN - T_,

ioee • 2_
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If larger numbersmust be converted at high accuracy by a digital-to-

shaft converter using the time system, it may be designed as a two-chmnnel

converter. In this case, the converter must have two transducers and a servo-

system with two selsyns and two discrimimators. The more significant digits of

the number are converted on the channel GO, and the less significant digits on

Number to be
converted

Fig.225 Block Diagram of Digital Servosystem

the channel TO, the number usually being handled on the channel TO, while the

channel GO comes into operation only at large mismatch, i.e., at large values

of A'reo.

Digital servosystems. A digital servosystem used for converting a binary

number into the proportional angle of shaft rotation is a rather complex system,
and contains other converters of discrete quantities into continuous quanti-

ties, and of continuous quantities into discrete quantities. Figure 225 gives

a general block diagram of such a system. The unit includes a comparison cir-

cuit CC, the converters CI and Cs, the switching system SS, the amplifier A,
and the motor M.

The comparison circuit, which is the null element of a digital servosystem,
compares the number X to be converted or handled with the resultant number Y

coming from the converter C:. The produced number Y means the number which, at

the given instant, is proportional to the angle @ of rotation of the output

shaft. At the output I of the comparison circuit a quantity proportional to

the difference between the input and output numbers is formed and is fed in the

form of some pulse code to the converter Cs. The coincidence signal for these

numbers appears at the output 2 in the form of a control signal to the switch-
ing system SS.

The converter C: is a shaft digitizer with encoding drums or disks. If

the digital servosystem is designed to convert multi-column binary numbers,

then the converter Cl is built with two channels.

The converter Cs is a digital-to-analog converter, built with the same

elements as the other assemblies of the system. Thus, in systems that make

extensive use of ferrite-transistor cells, the converter Ca is usually based on

a ferrite-transistor circuit. A voltage proportional to the difference between
the numbers X and Y or to the imbalance of the numbers is obtained at the out-

put of Pz. This voltage is used to control the output motor M. In many digital
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servosystems, the proportionality of the output voltage of the converter Cs to

the imbalance of the numbers is maintained only up to some definite degree of

imbalance. When the imbalance increases beyond this, the voltage will remain

constant, making it possible to handle more extensive mismatch between the

position of the output shaft and the number being converted, at a certain

speed which is maximum for that system.

The switching system is designed to reverse the polarity of the voltage

fed from the converter Ca to the amplifier A, in order to eliminate the mis-

match over the shortest possible path. The polarity of the voltage is reversed

only if a special control signal, generated in accordance with the relation of

the numbers X and Y, is fed from the comparison circuit. If the converter Cs

_tself changes (switches) the polarity of the voltage on signals received from

the comparison circuit, then no special switching system is required.

A digital servosystem operates as follows: The number X to be converted

is fed in parallel or serial code to the comparison circuit. The code of the

number Y, proportional to the angle _ at the given instant, is fed simultane-

ously from the converter C I to the comparison circuit. If the numbers X and Y

are not equal, then a quantity proportional to their difference is fed from the

comparison circuit to the input of the converter Cz. A control voltage is

formed at the output of C2 and is then fed at a definite polarity to the ampli-

fier, forcing the motor to eliminate the mismatch between the number being

converted and the shaft angle _, i.e., the number Y. As soon as the motor has

rotated the output shaft through an angle such that the number Y taken from the

converter C_ becomes equal to the number to be converted X, the compensating

shaft motion stops. In this case, the difference between the numbers equals

zero, and nothing is fed to the input of the converter Cs and thus also nothing

to the input of the amplifier.

If a digital servosystem is designed to handle a continuously varying

quantity, expressed as a sequence of binary numbers, then it is necessary, for

smooth compensation, to feed the numbers to the input of the comparison circuit

at a frequency of lO - 15 cps.
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THE CONTROL WIT

Section 55. General Characteristics of the Control Unit

The control unit of an electron digital computer is designed for the auto-

matic execution of a given program for the solution of a problem (problems) by
means of the forced coordination of operation of the other units of the com-

puter. The forced coordination of operation of the other computer units is ef-

fected by the control unit which emits pulse- or potential-type control signals

that can be produced at a given instant of time, to the other units and com-
ponents. Thus, the main function of the control unit is the conversion of the

primary instruction information, represented by the problem-solving program, in-
_^ secondara- instruction _-°^ _ ^vv _,-vrma_vn w%Ich car,be _'ep_'ese_Led by 5he control
signals whose effect on the other computer units ensures automatic solution of

the problem.

The problem-solving program is a sequence of conditional number instruc-
tions stored in the memory unit along with the source data. Each instruction

determines the action of the computer with respect to the performance of some
operation and constitutes an element of the primary instruction information.

The instructions must be selected from the memory unit and executed in the order

assigned by the overall computational program. To simplify the readout opera-

tions, the instructions, as a rule, are allocated in the memory-unit cells which

are numbered consecutively. If the first instruction is allocated in the cell

with the number (address) 0100, the second is allocated in cell No.0101, etc.

When the instructions are so allocated, their addresses are determined auto-

matically, by counting the pulses produced during each instruction readout•

In most cases, the instruction selected from the memory unit cannot be

converted into a corresponding series of control signals during one cycle.
Therefore, the control unit should ensure not only the conversion of the in-

struction, but also its storage for a specific time interval. The access time,

the storage and conversion of one instruction into a corresponding series of /380

control signals, i.e., the execution of this instruction, is called the opera-

tion cycle of the control unit. For most computers, the operation cycle of the

control unit coincides with the total operation cycle of the computer.

The digits of an instruction like those of any conditional number determin-

ing the performance of the computer in one cycle, are divided into two basic

vp_ r-_uzz co_e,

mines the performance of the computer units in a given cycle, i.e., determines

what operation must be carried out. The address part of the instruction deter_

mines the number (address) of the cells of the memory unit which store the num-

bers with which the given operation must be effected.

The amount of addresses in the address part of an instruction is constant
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for each computer, and maybe equal to l, 2, 3, and _. It determines the num-
ber of accesses to the memory unit during one cycle. Thus, in the case of

three-address instructions, it is necessary, during one cycle, to use the memory

unit four times: to select the instruction, to select from the first instruction
address the first number, and from the second address the second number with

which the given operation will be effected and, finally, to forward from the

third address the result of execution of the operation. Since, in addition to

using the memory unit during the cycle time Tc, it is still necessary to use the

numbers, it follows that, in the general case,

Tc >(k--b 1)T,n u,

where k is the number of addresses in the instruction, or the machine address;

T.u is the time of one access to the memory unit.

If the operation time of the arithmetic unit Tau with respect to the execu-

tion of a given instruction is less than the time of access to the memory unit,

then coincidence of the operation cycles of the arithmetic and memory units may

occur. Then,

Tc =(k+ 1) T_u,

which points to the factual possibility of reducing the cycle time, i.e., the

possibility of increasing the total high-speed performance of the computer.

The conversion of an instruction as an element of the primary instruction

information must be examined separately for its address and operation parts,

since the conversion of these parts does not occur uniformly. The conversion

of the address part amounts to its separation into individual addresses which

are the numbers of the corresponding memory unit cells, and to their transfer to

the register address of the memory unit at given instants of time.

The operation part of an instruction should be converted into a corre-

sponding series of control signals which immediately ensure the execution of one
operation. The easiest way of effecting this conversion is as follows: The/381

operation code (the operation part of the instruction) is fed to the input of

the decoder, on one of whose outputs a signal is produced which corresponds to
the assigned operation. The unit generating the control signals, necessary for

execution of one operation, is connected to each decoder output. Thus, when the
operation part of the instruction is interpreted, a definite control signal

generator is excited, which also ensures its necessary conversion. It should be

noted that in many computers, the individual control signal generators are com-

bined into one general unit controlling the execution of the operations (the

operation control unit).

On the basis of the above statements, we can define the main functions of

the control unit as follows:

l) Readout of the next instruction from the memory unit.
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2) Storage of instruction during the cycle.

3) Conversion of the address part of the instruction: readout of the num-
bers participating in the operation from the memoryunit and transferring the
result to the memoryunit;

_) Conversion of the operation part of the instruction: producing the con-
trol signals which provide for the execution of all operations specified by the
computer circuit.

Moreover, the memo_junit should ensure:

a) input of the source data and, if necessary, insertion of the
program;

b) readout of the problem-solving results from the computer;
c) starting and stopping the computer;
d) control of operation of the computer;
e) operation of the computer under various regimes (automatic,

cyclic, etc.)

The layout of the control unit is determined by its basic and auxiliary
functions as well as by the characteristics of the given computer. In order to
read out the instructions from the memoryunit, it is necessary to fix their
consecutive numbers. This function of the control unit is readily carried out
by meansof a counter which is usually called a control counter. To store an
instruction in the control unit during one cycle, a register is sufficient which
consists of k + 1 parts, i.e., which makesit possible to separate the addresses
and the operation part of the instruction. This register, in combination with
k + 1 groups of gates, also ensures the conversion of the address part of the
instruction. To convert the operation part of the instruction, decoders and
control-signal units are used, consisting of groups of gates or designed on the
principle of delay lines with a multiple numberof outputs.

Thus, a control unit should consist of the following functional building
blocks:

I) control counter;
2) instruction register;
3) operation-code decoder;
4) control-signal generator;
5) program input (initial starting unit);
6) control panel;
7) starting and stopping unit;
8) clock-pulse generator and certain other components.

Control units are classified according to various characteristics. Ac-
cording to their capabilities, they are divided into universal control units and
"hard" program units. The first ensure the execution of any program within the
limits of possibilities of the computer; the second ensure the execution of in-
dividual fixed programs, for example, the repeated solution of the sameproblem
when there are different source data in a special-purpose digital con_outer.
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Dependingon whether the cycle time is taken as constant or variable, the
control units and the corresponding digital computers are divided into syn-
chronous and asynchronous. In synchronous computers, execution of any instruc-
tion begins only sometime Tc after the execution of the previous instruction
has started, i.e., a predetermined time is set for the execution of any instruc-
tion. In asynchronous computers, execution of the next instruction starts im-
mediately after completed execution of the previous instruction. Thus, syn-
chronous computers have a constant cycle of operation while asynchronous compu-
ters have a variable cycle.

In computerswith constant operation cycle, a part of the total time allo-

cated for solution of the problem is spent in "idling", since most operations

usually require much less time than the longest operation on which the cycle is

laid out. Asynchronous control units provide for higher speed of the computer
since there is no "idle time" in this case between the actual cycles of instruc-

tion execution. However, asynchronous control units are usually more complex

than synchronous.

In order to give a control unit the advantages of both synchronous and asyn-

chronous units, the operation of some computers, such as the BESM-2, is organ-
ized as follows: The basic cycle time is assumed constant and is determined

from the duration of execution of most of the operations (addition, subtraction,

comparison, etc.). These operations, whose execution time is not included in
the assumed cycle (multiplication, division, and several others), are put into

a separate group. The control of execution of the operations of this group is

effected by a separate local operations-control unit whose operation time would
be included in the basic cycle of the computer. Thus, the computer basically

operates as a synchronous computer but, when necessary, the cycle time is in-

creased by the operation time of the local operations-control unit.

Control units are further divided into centralized and hybrid. In the case

of centralized control units, almost all or all of the control signals are gen-

erated by the central control unit; the other computer units in practice do not
have local control units. Such units are used rather rarely; because of their

complexity, they are suitable for small special-purpose computers. When hybrid
control is used, the central control unit generates only the basic control /383

signals which are assigned for the local control units which immediately effect
the control of operation of the corresponding units. Hybrid control is more

flexible, which is its main advantage.

Section 56. Control Units of Three-Address Computers

Three-address electron digital computers are usually designed like general-

purpose computers, with great possibilities of solving problems of different
classes. Their control units are generally universal with a constant basic cy-

cle; moreover, their organization corresponds to the principles of hybrid con-

trol. The BESM-2 is a typical three-address computer.

The BESM-2 universal electron digital computer is of the 39-digit type.

When an instruction is formed, this amount of binary digits is distributed in

the following fashion: Six digits comprise the operation code, and the remain-
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ing digits are divided into three ll-digit groups which are the addresses AI,

capacity of the computer, since 291 = 20_8. The following is an example of an

instruction for the BNNoI-2 computer:

Operation code At A2
000001 10110001010 10001000100

A3

10000001110

The sequence of realization of the code of such an instruction is usually
as follows:

- preparation of the circuits necessary for execution of the operation

whose code is indicated in the instruction;

- reception of one or two numbers participating in the given operation,

from the working storage into the registers of the arithmetic unit;

- immediate performance of the operation;

- readout of the operation in the working storage;

- reception of the subsequent instruction.

Each operation is divided into elementary functions which are carried out
in a fixed order• These functions may be: reception of the codes in the various

units, readout of the codes to the code buses for their transfer to other units,

addition of the two codes, shift of the codes to the right or left, setting the

units or individual cells to the initial state, etc. To verify the correctness

of these functions, the control unit of the computer can operate when the com-

puter automatically stops after the execution of each elementary function. /38_
Operation in cycles can also be used as a control method when the computer auto-

matically stops after execution of each subsequent instruction. The basic

regime is automatic when the computer operates without any operator before com-

pletion of the calculations from a pre-inserted program.

Figure 226 shows the block diagram of the control unit of the BESM-2 com-

puter. This imit consists of the following components: the central control

unit CCU; the instruction control unit ICU which consists of the instruction

storage imit ISU, the central instruction control unit CIC and the local instruc-

tion control unit LIC; the operations-control unit OCU consisting of the opera-

tions commutator OC, the central operations-control unit COC, the local opera-
tions-control unit LOC and the interlock circuit IC; the control console or

panel CP.

The central control unit CCU cyclically produces instruction pulses and po-

tentials which are distributed to the control circuits of the computer, i.e.,

this centra_ unit sets the operation time of the computer.

One cycle of the central control unit CCU corresponds to the execution of

one instruction and the reception of the following instruction. During that

time, two numbers are selected from the memo_T unit, a certain operation is car-

ried out on them, the result is sent to the memory unit, and the next command is
received.

If local control must participate in the execution of the next instruction,
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then for the time of its operation, the central control stops and continues its
operation only after completion of the operations of the local control. The
time for execution of these operations consists of the time for passage of the
cycle of the central control CCUand the time necessary for execution of the
local control operation.

CB ACB to MU to AU

I

t_. -L J

Fig.226 Control Unit of the BESM-2 Computer

The pulses and potentials generated by the CCU are directed to the central
operations-control unit. The CCU itself operates from pulses coming from the /385

special main pulse generator MPG.

The instruction storage unit ISU is designed for the intermediate storage
of the code of the instruction being executed. It consists of ordinary static

flip,flops connected to the circuit of the register. Structurally, the instruc-

tion storage unit consists of four parts or flip-flop groups: the operation-code

storage group A0p connected to the operations commutator; the first number ad-

dress code storage group A1; the address code storage group of the second num-

ber A2; and the address code storage group of the result A3. The last three

groups are connected by output gates to the address code buses ACB from which
the address code of the number is transferred to the other units of the compu-
ter.

The instruction code is inserted in the instruction storage unit ISU from

the working memory unit through the input gates which are connected to the code
buses CB.

When a given computational program is carried out, the number of the in-
structionwhich must be taken from the working memory is determined by the code
located in one of the instruction-control units (central CIC or local LIC).

The central and local instruction-control units CIC and LIC are used for

the reception, storage, and generation of the instruction address codes, and for
transferring these to the working storage control device. Both units are iden-

tical. Each of them is an ll-digit flip-flop counter having loops by which the

counter is set to the code position "0"; this is done by setting all flip-flops
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of the counter to the code position "I" and by subsequent feeding of the pulses
to the input of the counter.

In most cases, the instructions of the program alternate in their number
sequence: 00001, 00010, etc.; therefore, to determine the number of the follow-
ing instruction, it is sufficient to feed the input of the instruction-control
unit (CIC or LIC) with a single pulse which increases the value of the code
stored in this functional block by unity. Sometimes(for example_ during condi-
tional transfer from the basic program to the subprogram and back), the number
of the following instruction is given in the third address A3 of the previous
instruction. Therefore, there are input gates in the CIC and LIC, which are
connected to the address code buses ACBwhere the code of the third address is
received from the instruction storage unit.

Both instruction-control units are used in the transfer from the basic pro-
gram to the subprogramand back: Oneof them contains the number of that in-
struction of the basic program which must be carried out after completion of the
ca!cu_lations according to the s,_hp_ogram;the _8_,T,1]c+._ongdd_ressesof f.h_ s11b-
program are formed in the second.

The CIC and LIC units are also used to perform group operations on the
numbers (transfer of groups of numbersfrom the external memoryunit to the
working memor_/and back, etc.).

Each instruction-control unit has output gates with cathode followers which
are connected to the address code buses. The instruction numbercode is trans-
ferred through these gates at an appropriate instant of time, determined by /386

the operation of the central control unit CCU and of the central operations-

control unit CC0, to the address code buses and is fed from there to the control

element of the working m%mory, for readout of the required instruction.

The switching of the instruction control from central to local, i.e., the

switching of the CIC and LIC units, is effected by the central operations-

control unit as soon as the corresponding instruction arrives at the operations
commutator.

The operations commutator 0C converts the operation code, assigned by the

number in the binary system of notation, into a control voltage at one of the

32 output buses and thereby prepares the loops of the other functional blocks

for performauce of this operation. The main portion of the operations commuta-

tor consists of a two-cascade diode decoder, whose input buses are connected

across amplifiers to the outputs of the flip-flops of the A0p of the instruc-

tion-storage unit. Each of the 32 output buses of the decoder is connected to

the external loops across a cathode follower, which makes it possible to obtain

the necessar_ decouolin_ of th_ ]_ _n_ _n__ +_ _A]_ab_]_f.y n_ nn_a--
tion of the commutator.

The central operations-control unit C0C controls the operation of the in-

dividual circuits of the computer during performance of the elementary opera-

tions which are common to many instructions and are included, with respect to

time, in the cycle of the central control unit. Essentially, the COC consists

of gates whose inputs are fed with the control voltages from the central control
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unit. Thesevoltages determine the momentof performance of any operation.
The other inputs of the gates are fed with control voltages from the operations
commutator. Thesevoltages determine what operations should be performed upon
a given instruction.

The control voltages of the gate outputs are fed across amplifiers or
shaping units to the other units of the computer.

The local operations-control unit LOC controls the operation of the indivi-

dual circuits of the computer during performance of elementary operations pe-

culiar to certain instructions and requiring more time than the cycle of the

CCU. The local operations-control unit LOC consists of a large number of cir-
cuits each of which controls one of the operations selected for local control

(for example, normalization of the numhers to the left).

The control voltages are produced directly in the IDC since, in this case,
the elements of the CCU and of the COC are disconnected from the other units of

the control unit.

The interlock circuit IC discontinues the operation and changes the alter-

nation of the elementary operations if any partial results occur in the arith-
metic unit. This circuit is also used for automatic stop of the computer in the

case of overflow of the column loop.

The control console CP is intended to control operation of the computer,

to start and stop it, and to control its operation during the computations. On
the console, there are toggle switches for manual, automatic, and semi-automatic

operation, a start-and-stop button, a load button for the initial input of /387

the source data, control instruments and a mnemonic circuit with display lights

which show the operation of the individual units and functional blocks of the

computer.

Let us examine the operations of the units of the control unit during exe-

cution of a typical instruction sequence, when the address number of the subse-

quent instruction is one greater than the previous. Moreover, we will assume

that the computational program and the necessary source data are inserted into

the working memory unit.

Automatic operation of the computer can begin only after the first instruc-

tion code of the program has been placed in the instruction storage unit ISU.
This instruction will be inserted in the ISU by the operator. The operator sets

up the address code of the first instruction on the control console and forces

its recording in the CIC unit. When the toggle switch on the console is set to

"automatic operation", a pulse from the CCU registers the address code of the

first instruction in the control unit of the working memory which brings about
the readout of the code of the first instruction from the working storage and

its write-in into the ISU.

As noted above, the instruction code in the BESM-2 computer usually con-
sists of four groups which are the operation code and the number codes of the

storage locations from which those numbers that participate in the operation

372



must be extracted or into which the result of the operation must be written.
For example, the instruction code

AOn A1 A2 A3
000001 00000000001 00000000010 00000000011

means: "Add (code in AOp) the number stored in the first location of the memory

unit (code in A1) to the number stored in the second location (code in A2), and

transfer their sum to the third location (code in A3)".

The definite harmonizing of the decoder of the operations conTnutator, in

one of whose output buses the control voltage is produced, corresponds to the

recording of the instruction code in the ISU. This voltage prepares the loops

in the operations-control unit which are required for performance of the given

operation.

The first stage of performance of the given operation is the readout of the

code of the first number from the working memory unit and its write-in into one

of the registers of the arithmetic unit. The readout takes place due to the

fact that the pulse from the central control unit, passing through the prepared

loops of the COC unit, registers the number code of the first number from A1

with its transfer to the working storage of the control unit. The writing of

the code of the first number into the corresponding register of the arithmetic

unit takes place as a result of the fact that the input gates of the register

connecting the code buses to its flip-flops are triggered by a pulse from the
central control unit at the moment of readout of the code of the first number

from the memory unit.

After the first number has been received in the register of the arith-

metic unit from the central _ontrol unit CCU, the next control pulse is issued,

causing the second number from the working storage to be recorded in the second

register of the arithmetic unit.

The next stage is the immediate performance of the given operation. If the

operation is carried out with central control, then all necessary control pulses

and potentials are fed to the control element of the arithmetic unit across the

prepared loops of the COC unit from the CCU. If the operation is carried out

with local control, then the COC and the CCU are switched off and all necessary

control pulses and potentials are fed to the control element of the arithmetic

unit from the LOC unit. After performance of the operation, the result of the
calculations is fed to the arithmetic unit.

The rewrite of the result from the arithmetic unit to the memory unit, in

accordance with the address indicated in A3 of the instruction storage unit,

takes place in the following manner: The corresponding pulse from the CCU

which, in the case of control of the operations with the IDC unit, is switched

on immediately after the end of the operation, copies the number code with A3

from the instruction-storage unit by means of the loops of the COC unit and

transfers it along the address code buses ACB to the control element of the

working memory unit. This makes it possible to select the corresponding cell of

the working storage in which the result of the effected operation must be re-
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corded. At the sametime, the code of the number result is fed to the working
memoryunit from the arithmetic unit and is stored in the selected cell.

This completes the execution of the given instruction, and the computer
proceeds to execution of the next instruction whose code must be first placed in
the instruction-storage unit ISU. Whenthe instructions are followed in their
number sequence (which is true in most cases), their codes are rather easily
selected from the working storage with the aid of one of the instruction-control
units (CIC or LIC).

If the CIC unit controls the readout of the instructions from the memory,
then, after execution of the given instruction, a pulse is fed to the input of
this unit which is a flip-flop counter. This corresponds to increasing the
stored code by unity. Thus, the number code of the next instruction in sequence
is formed in the CIC unit. In accordance with this code, the code of the next
instruction is selected from the working storage and is placed in the ISU.

If the LIC unit controls the readout, then everything proceeds as in the
case of control by the CIC unit, except that the pulse of the increase of the
instruction number code by unity is fed to the input of the LIC unit.

Occasionally, the sequenceof instructions is disrupted. This happenswhen
the subsequent computational program depends on the results of the first /389

stage: If this result is greater than a certain constant number, the subsequent

calculations must proceed in accordance with one program; if it is less - in
accordance with another. The possibility of branching of the calculation pro-

cess is considered with the aid of a comparison instruction from which the cor-

rect direction of the subsequent calculations is automatically selected.

The operation code in the comparison instruction which can be written in

the AOp of the instruction storage unit indicates that the comparison operation

should be performed and, depending on the result of such comparison, one or the

other instruction sequence should be selected. By means of the operations com-

mutator, this prepares the loops not only for performance of this operation but

also for registration of its results.

The number codes of the working memory locations where the numbers to be

compared are stored, are written into A1 and A2 of the instruction storage.
The number code of the working memory location where the instruction code for

initiating the computation is stored, is written into A3 if the first of the

numbers to be compared is less than the second.

The comparison operation is effected upon instructions from the CCU. The

instruction pulses from the CCU initiate the sequential transfer of the number
codes from the memory locations where the numbers are stored to the control unit

of the working storage, and cause the readout of these numbers and their write-

in into the registers of the arithmetic unit. The arithmetic unit compares the

numbers and, in accordance with the result of the comparison, excites the cor-

responding circuits in the COC by means of its control element.

If the first number is less than the second, those circuits are excited
which erase the code contained in the CIC unit and transfer the code from the A3



instruction-storage unit to the CIC. The subsequent calculation process begins
with execution of the instruction whosenumber code was recorded in A3.

If the first number is greater than the second or equal to it, then other
circuits are excited, the code in the CIC unit is not erased, and unity is added
to the code contained in the CIC unit. In fact, the next instruction in se-
quence of the basic program is executed.

The operation of the control unit during execution of the instructions in
natural sequence and during execution of the comparison instructions is most
characteristic. In executing instructions in cases in which, for example, the
numbergroups are transferred from the memoryunit to the working storage on
magnetic tape or during transfer from the basic program to the subprogram, the
elements of the control unit operate in similar fashion.

Section 57. The Control Units of One-Address Computers

The control units of one-address computers are generally simpler in design

than the corresponding units of three-address computers since, in this case, /390

fewer elementary functions are required to execute one instruction. A one-

address instruction consists only of two parts: the operation code and the ad-

dress indicating the memory location which stores one of the numbers taking

part in the operation. The second number participating in the operation usu-

ally is already contained in the adder of the arithmetic unit before execution

of the instruction begins.

A one-address instruction written in the octal system of notation as

O1 0102 may mean: Add the number stored in the memory location numbered 0102 to
the number stored in the adder; the result of execution of the operation is

stored in the adder.

During performance of a one-address arithmetic operation, only a single ex-

change of information occurs between the memory unit and the arithmetic unit

while such an exchange takes place three times in three-address computers. This

permits some simplification of the control units of one-address computers. In

addition, the one-address instruction itself has not more than half the number

of digits of a three-address computer. This permits a considerable reduction in

necessary hardware for construction of the main register of the control unit or

for the instruction-storage unit.

Depending on the control principle (hybrid or centralized), the control

units in one-address computers may have different circuits. With hybrid con-

trol, the unit usually consists of several functional blocks that are similar in
Cunction to the elements of the control 1__nitin a three-address co_m_uter; With

centralized control, the basic elements of the unit ordinarily consist of diode

or magnetic matrices which produce almost all the 9ontrol pulses necessary to
execute the instructions.

Figure 227 shows a variant of the block diagram of the control unit in a

one-address computer with hybrid control. The unit consists of the following

building blocks: instruction register IR, instruction decoder ID, control
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counter CC, local operation control IDC, pulse generator PG, main pulse genera-

tor MPG, and control console CP.

to AU,MU,& DIO
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Fig.227 Control Unit of a One-Address Computer

with Hybrid Control

The instruction register IR receives the instruction code from the memory

unit and stores it; this instruction will be executed during the next operation

cycle of the computer. At times, this register is also used for changing the

instruction codes during cyclic repetitions of the individual parts of the

problem-solving program (e.g., in the "Ural" computers). The basic element of

this register is the main instruction register divided into two parts, one /391

for storage of the operation code and the other for storage of the code of the

address part of the instruction. If a possibility is provided for changing the

instructions in the unit under consideration, then the main instruction register

performs in accordance with the circuit of the adder.

The instruction register is connected with the instruction decoder to which

the operation code is transmitted and with the control counter to which either

a single pulse or the address part of the modified instruction is fed in each

cycle. The register is also connected to the pulse generator which generates a

train of control pulses and with the control console. The connection with the

console provides for writing of the first instruction of the program into the

main register and for control of the operation of the units under various condi-

tions.

The instruction decoder ID converts the operation code into a control

signal which is obtained at the corresponding output bus. The basic elements

comprise the register to which the operation code is transferred from the in-

struction register and the decoder (diode matrix or electromagnetic).

The output buses of this building block are the output buses of the de-

coder which are connected, over decouplingand amplifying elements, to the cor-

responding input buses of the local controls of the arithmetic and memory units

as well as to the data input and output units. Moreover, some of the outputs

of the decoder are connected to the local operation control.

The control counter CC gives the sequence of execution of the instructions
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basic element of this functional block is the counter itself which has a number

of columns corresponding to the number of memory locations that store the in-

structions. Thus, if the memory unit has 20_8 locations, the counter should be

of the ll-place type.

In the natural sequence of execution of the instructions, the contents of
the counter is increased in each cycle by unity. Since the number fixed by the

counter serves as the address of the next instruction, then during its transfer

to the local control of the memory unit, the necessary instruction will be se-

lected from the latter and transferred to the instruction register. When it is

necessary to change the natural instruction sequence, a number is written into

the control counter, which is initially set to zero, from the address part of

the main instruction register.

The local operation control LOC produces several control pulses during per-
formance of the arithmetic operations which are not included in the basic cycle

of the computer. Thus, the operation of division can be transferred to local/392

control; in some cases, the time of performance of this operation is ten times

greater than the time required for performing the operation of multiplication.

Operation of the LOC is controlled by the signals arriving from the in-

struction decoder; the reference pulses are fed from the pulse generator. From

the outputs of the local operation control, the control pulses enter the local
control of the arithmetic unit.

The pulse generator PG produces a train of pulses fed in a definite se-

quence to the inputs of the local controls of the arithmetic and memory units,

as well as to the data input and output units. The pulses of these trains, in

accordance with the signals obtained from the output of the instruction decoder,

are used to generate control pulses which are fed directly to the groups of ele-

ments (gates, flip-flops, etc.) of the computer units.

The pulse generator is a pulse distributor consisting of gates, delay lines,

and other elements. Its reference pulses are supplied by the main pulse genera-

tor which is usually of the quartz oscillator type.

The console CP is designed for manual control of the computer. In addition
to the elements used to start and stop the computer and to change its operating

conditions, the console is equipped with a signaling system designed for visual

control of the operation of the computer units.

In the natural sequence of execution of the instructions, the unit in ques-

tion operates in the following manner: In each cycle, the contents of the con-

trol counter is increased by unity. This leads to readout of the instructions

from the memory locations which are numbered consecutively. During the cycle,

the respective instruction is selected from the memory unit and executed, after

which the result is usually stored in the adder of the arithmetic unit.

The instruction selected from the memory unit, in accordance with the ad-

dress corresponding to the number in the control counter, is transferred within
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the control unit to the instruction register. From there, the operation code is
fed to the instruction decoder, and the address part of the instruction is fed
to the number-addresselement of the memoryunit. The required number is ex-
tracted from the memoryunit, and operations determined by the operation code
are performed on it.

The operation code is decoded in the instruction decoder. The signal pro-
duced at one of the decoder outputs prepares the corresponding networks of the
local controls for reception of the pulses from the pulse generator. Thus,
during addition, pulses from the pulse generator enter only those circuits of
the local controls of the arithmetic and memoryunits which generate the control
pulses for the readout of one number from the memoryunit, its transfer to the
arithmetic unit, and its addition to the numberalready stored in the adder.

During execution of the instruction, the contents of the control counter/393
is increased by one. Theprocessing of the program can be accelerated by de-
termining the operating condition of the unit at which the next instruction in
sequenceis selected from the memoryunit and fed to the instruction register
even before execution of the previous instruction is completed.
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Fig.228 Control Unit with Diode Matrices

With centralized control, the control unit of a one-address computer, as
noted above, can be built on the basis of diode or magnetic matrices. Diode

matrices are used together with vacuum-tube circuits since th_v ensure reliable

operation only when the effective potentials have large values. Magnetic

matrices can be used for almost all circuits of an electron digital computer,
including ferrite-transistor types.

The basic elements of a control 'unit with diode matrices are shown in

Fig.228. The unit consists of the following: operation code decoder D, control

diode matrix M1, serial matrix (diode) M_, pulse generator PG, and a switching
valve for the input loops of the serial matrix K.

The control matrix generates the control signals required for performing
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the operations on the numbers. These signals are fed directly to the controlled
elements and element groups of bh_ ': _La me.eLw-.v"'-"_'u_,,_._ ,_ _ _ _._

data input - output units. The signals are generated by excitation of certain
matrix buses connected to the outputs of the decoder.

The serial matrix is used for a sequential generation of control pulses

during the performance of some operation. Use of this matrix is necessary in
view of the fact that, during performance of any operation, several series

of control pulses are required at various instants of time while the matrix MI,

when the contents of the register A is constant, can produce only one series of

pulses.

The serial matrix and the control matrix consist of a series of horizontal

and vertical buses interconnected by diodes, similar to the arrangement in diode

decoders. The horizontal buses of the matrices are connected to the decoder

outputs and trains of control pulses are produced in the vertical buses.

The pulse generator determines the frequency of generation of the control

pulse train. From here, the pulses are fed to the decoder and, in accordance
with the contents of the register A, appear at one or another decoder output,

i.e., excite one or the other horizontal matrix buses.

The unit operates as follows: The operation code, as one of the component

parts of the next instruction, is fed to the register A and decoded by the de-

coder D so that the pulse from the pulse generator PG passes to its prescribed

output. This causes excitation of one of the horizontal matrix buses, and the

first series of control pulses is produced at the outputs of the control matrix
which are connected to the excited bus across the diodes.

To generate the next series of control pulses used in execution of a given

instruction, it is necessary to change the contents of the register A, i.e., to
insert several conditional codes. These codes, like the pulse trains, appear

at the outputs of the serial matrix. In order that the contents of the regis-

ter A change only after completion of all the operations connected with the

generation of the previous control pulse train, the codes from the output of the

matrix M_ are fed through the delay line to the register.

Thus, by the time the next pulse from the pulse generator arrives at the

decoder input, the new value of the code is fixed in the register A, which

finally leads to excitation of a horizontal bus of the matrices other than that

in the previous cycle. The next train of control pulses appears at the outputs

of the matrix MI, while the next code, which is fed to the register A, is pro-

duced at the outputs of the matrix M_.

On generation of the last series of control pulses necessary for execution

of a given instruction, no code appears at the outputs of the matrixM_ since

none of these outputs is connected to the excited bus, and the operation code

of the subsequent instruction is fed to the register A.

The sequence of generation of the control pulses may change even during ex-

ecution of one instruction. Thus, in multiplication, the generation of control

signals depends on the values of the multiplier digits that show the magnitude
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of the corresponding partial product. To change the sequenceof generation of
the control pulses, one or several valves K are used for switching the input /395

circuits of the matrixM_ (for exa_ole, relative to the values of the multiplier
digits).

Control
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Fig.229 Control Unit with Magnetic Matrices

In using magnetic matrices, the basic principle of generation of the con-

trol pulses is the same as in the case of diode matrices. However, because of
the peculiarities of magnetic matrices, the circuit of the unit is somewhat

simplified due to the insertion of a direct connection between both matrices.

The block diagram of a control unit with magnetic matrices is shown in

Fig.229. The unit consists of the following: instruction register IR divided

into two parts (for spacing the operation code O_C and the address part of the
instruction A1), a master oscillator MO and a console CP.

All control pulses are produced at the outputs of the read amplifiers which

are connected to the control matrix. The sequence of generation of these pulses
is determined by a signal from one of the decoder outputs; this signal cor-

esponds to the operation being performed. The direct production of the neces-
ary series of control pulses takes place under the action of the signals pro-

duced in the serial matrix.

Both matrices are a system of ferrite number lines connected to the de- /396
coder outputs by the write shapers. The number of such lines in the matrix is

usually equal to the number of the various arithmetic and logical operations
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performed in the computer. In other words, each number line of the control ma-
trix is used for the generation of control puls_ _-" _=,--_,_,_ _ a glven
operation. In somecases, it is possible to use one number line for the genera-
tion of pulses controlling the performance of several operations.

The number lines of the serial matrix are connected to the read shapers by

means of the read amplifiers, due to which the necessary sequence of generation

of the control pulses is established.
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Fig.230 Timing Chart for Control Pulse Generation

The master oscillator MO usually produces clock pulses of two series: ir_

and i_2. These pulses are continuously fed to the read shapers, thus partici-

pating in the assignment of a definite sequence for the generation of the con-

trol pulses.

In the next example, we will examine the operation of magnetic matrices
during execution of an instruction inserted in the instruction register unit.

Let an instruction with the operation code Oi be inserted in the instruction

register IR. To execute this instruction, it is necessary to generate four con-

trol pulses CPz - CP_ distributed in time as shown in Fig.230. For this pur-

pose, there is one number line each in the composite of every matrix. All lines

are connected in series (Fig.231). The number line of the control matrix con-
sists of four ferrite cores (shown as rectangles) and the number line of the

serial matrix consists of five cores. The write bus, connected to the output of

the shaping cell (the shaper) SCo4, passes through all ferrite cores.

The output windings of the ferrite cores of the number lines are shown by

vertical lines and the read windings, by horizontal lines. The output windings
are connected to the inputs of the corresponding amplifiers A, and the read

windings are connected to the outputs of the read shapers SCI - SCe. Clock

_,_ .... e +_o _ _r_ and i. are fed to the read inputs of these shapers,

while the write inputs are fed with pulses from the outputs of the read ampli-
fiers _ z - _ s of the serial matrix.

When the operation code is decoded at the decoder output to which the /397

shaper SCo4 is connected, a pulse is produced. The shaper S_4 amplifies this

pulse and switches all the ferrite cores of the number lines to the state 1.
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After this, the write pulse WPis fed to the input of the shaper SCI; this pulse
is produced in the serial matrix within a definite interval of time after com-
pletion of the previous operation.

The next clock pulse of the series ir I resets the ferrite core of the
shaper SCI to the state 0, as a result of which the ferrite core FC'I of the
number line of the serial matrix also is switched to the zero state. Thepulse
produced in the output winding of the ferrite core FC'i, is amplified by the
amplifier A' l and then fed to the input of the shaper SC_. The next clock pulse
of the series ir_ resets the shaper to the state O.

CPj ¢P_ _P_ ¢'P4

i!
7

|r t Ir I

Fig.231 Circuit of Part of the Control Unit Components

During switching of the shaper SC_ to the zero state, a read pulse is pro-

duced at its output; in turn, this pulse switches the ferrite core FC_ of the
control matrix and the ferrite core FC' 2 of the serial matrix to the state O.

The pulses generated in the output windings of these ferrite cores are ampli-

fied, producing the control pulse CPI at the output of the amplifier AI, and the
pulse ensuring further operation of the unit, at the output of the amplifier A's.

Generation of the other control pulses proceeds in a similar manner and in

co_olete accord with the timing chart in Fig.230. After generation of the last

control pulse CP4 in the given series, the operation code of the next instruc-
tion is fed to the inputs of the decoder, which finally causes the excitation/398
of the corresponding write shaper and of the number lines of the matrices con-

nected to it. Then the next instruction is executed, and so on until all the
instructions in the program have been executed.

Section 58. "Hard" Program Systems

"Hard" program systems are designed for single or repeated generation of a

definite sequence of control signals. They can be used like the central con-

trol unit of special-purpose computers and like the local controls of various

types of computers. "Hard" program systems are made either in the form of corn-
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plex delay lin_s with nnmerous outputs (according_ to the number of control sig-

nals being generated), or in the form of functional blocks with magnetic matri-

ces. The switching of the elements comprising a '_nard" program system is gen-

erally constant. This switching is effected in accordance with a predetermined

timing chart for generation of the control signals necessary for problem-solving

or for performing some operation.

Input

Output3

Fig.232 Delay Lines in Three 0ne-Shot Multivibrators
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which have the same or a different latency time for the pulses arriving at

their inputs. Figure 232 gives the circuit diagram of a delay line made of
three one-shot multivibrators. The first and third monostable multivibrators

(MV-1, MV-3) delay the pulse for 20 _sec and the second vibrator (MV-2), for

15 _sec. At the first output, the pulse emerges within 20 _sec after its ar-

rival at the input of the line; at the second output, within 35 _sec; and at the

third output, within 55 _sec. If a certain group of gates must be triggered

every 35 _sec, they can be controlled by pulses leaving the first and third out-

puts of the delay line. In simultaneous control of several elements, the pulses

produced at the outputs of the monostable multivibrators are amplified by

special amplifiers or blocking oscillators.

In the following example, we will consider the construction of a more com-

plex "hard" program system on monostable multivibrators. Let it be required,

at a frequency of f = 6.67 kc, to construct the sequence of the control pulses

distributed along the control loops in the following manner: /399

a pulse in the control loop

within 5 _sec - in loop 2;
within

within

within

within

within

within another

within another

within another

another

another

another

another

another

l;

20 _sec - in loop 2;

20 _sec - in loop 2;

20 _sec - in loops _ and 3;

20 _sec - in loop &;

20 _sec - in loop &;

20 _sec - in loop _;

20 _sec - in loops 6 and 5;

5 _sec - _u loop 7.

This sequence of generation of the control pulses is effected with the aid

of a unit which comprises nine monostable multivibrators. The circuit diagram

of this unit is given in Fig.233. For seven of the vibrators, the latency time

of the pulses arriving at their inputs is equal to 20 _sec, while for the other

two the latency time is 5 _sec. Pulses with a repetition rate of 6.67 kc are
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fed to the input of the first multivibrator. Thesepulses are directly fed to
the first control loop. The other control loops are fed with pulses from the
outputs of the corresponding multivibrators. It should be noted that someor
all of the pulses fed to the control loops are first amplified and shaped.

Fig.233 "Hard" Program Systemin One-ShotMultivibrators

The control delay line mayalso consist of flip-flops. In this case, it
comprises a shift register whose flip-flops are fed shift pulses of different
frequencies.

Figure 23_ shows the circuit diagram of an elementary control delay line
based on three flip-flops. The flip-flops are connected in series. Their pulse
outputs, together with the loop connected to the input of the flip-flop T_, form
the four control outputs of the entire line. Pulses of different frequencies/l_O0
are fed to the input of the flip-flop TI and to the reset loops of the flip-
flop to makesure that the pulses received at these outputs have the required
time-sequential distribution. Moreover, the rate of the pulses fed to the in-
put of the flip-flop TI should be less than the rate of the pulses fed to the
flip-flop reset loops.

Let us consider the case when the input of the flip-flop TI is fed with

pulses having a repetition rate of _ = 250 kc; the reset loop of the flip-
flops TI and B, with pulses of a repetition rate of f2 = lkc; and the reset

loop of the flip-flop B, with pulses of a repetition rate of fl = 2 kc. The
pulses arrive from a certain flip-flop divider.

The pulse with a rate of _ arriving at the input of the flip-flop TI

switches this flip-flop to the state 1 and simultaneously arrives at the first

output of the line. After 1 _sec, the pulse with a rate of f_, which entered

the reset loop of the flip-flops _ and T2, resets the flip-flop _ to the

state O, which causes the production of a pulse at the second output of the line
and at the input of the flip-flop %. The reset pulse which had switched the

flip-flop T_ to the state O, also enters the flip-flop T_. However, this pulse

does not inhibit the setting of the flip-flop T2 to the state 1 by the transfer

pulse from the flip-flop TI since, being delayed somewhat in the transfer loop,

this latter pulse enters flip-flop % somewhat later than the reset pulse. Af-

ter another 1 _sec, the flip-flop % is reset to the zero state by the next



pulse __th _ _Rte of f_. This causes the arrival of a pulse at the third out-

put of the line and the switching of the flip-flop Ts to the state 1. After

another 0.5 _sec, the pulse with a rate of f_ resets the flip-flop B to the

zero state, causing the production of a pulse at the fourth output of the line.

The process of formation of the control pulses is repeated as shown in Fig.235.

_tput4 Output J
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Fig.23_ Delay Line Based on Flip-Flops

Let us construct a flip-flop delay line for the case of generation of con-

trol pulses, which was studied above in the construction of the control delay

line based on monostable multivibrators. The control should be periodic with a

frequency of f = 6.67 kc at a transfer of control pulses after 5 and 20 _sec.

This means that pulses with a repetition rate of fs = 6.67 kc should be fed to

the input of the first flip-flop of the control delay line while the flip-flop

reset loops should be fed with pulses of a rate of fl = 200 kc and f_ = 50 kc.

It is easy to obtain the frequency f2 by a successive division of the fre-

quency fl by two. The frequency fs cannot be obtained in this manner; thus, to

simplify the control circuit (its divider), a frequency f_s which is close to/_01
the frequency fs must be used instead of fs; this can be readily effected by

division of the frequency fl- Moreover, the frequency f's should be lower than

the frequency fs since f3 is the maximum operating frequency of the unit under

study.

On the basis of the above statements, it is readily established that the

frequency f's = 6.25 kc; this is obtained by dividing the frequency fl five

times by two. Thus, to feed the control delay line, a pulse generator with a

frequency of fl = 200 kc and a divider consisting of five flip-flops are re-

quired in this case. The delay line itself consists of nine flip-flops con-

nected in series. Pulses with a repetition rate of f'3 = 6.25 kc are fed to the

input of the first flip-flop; the reset loops of the first and ninth flip-flops

are fed with pulses having a repetition rate of fl = 200 kc; the reset loops of

the other flip-flops are fed with pulses at a rate of f_ = 50 kc.

Figure 236 shows the general circuit of the given control delay line based

on flip-flops, together with the frequency divider. The frequency divider con-

sisting of the flip-flops Tlo - T14 is supplied from the pulse generator PG.
The flip-flops TI - % form the delay line itself. In the diagram, the numerals

in parentheses next to the labeling of the outputs of the delay line represent

the control unit loops to which the corresponding delay lines are connected.
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It is possible to construct "hard" program systems in the form of delay

lines not only for the flip-flop circuits but also for circuits based on fer-

rite-transistor cells. In this case, the control delay lines consist of fer-

rite-transistor cells. This makes it possible to obtain the necessary matching
of the control and controlled circuits.

Fig. 235
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Timing Chart for Operation of the Flip-Flop Delay Line

It is known that two ferrite-transistor cells, connected in series which

are fed with clock pulses of one frequency but shifted by 180° in phase with _4_
respect to the other, will delay the pulse for a time corresponding to the

period of the clock pulses, or for one cycle. The use of long delay lines made

of ferrite-transistor cells connected in series makes it possible to produce con-
trol pulses at the required instants of time similar to the manner used for the

delay lines in one-shot multivibrators and flip-flops.

Figure 237 shows the circuit of a delay line used for producing control

pulses in the zero (at the initial instant), second, and fifth cycles. This

same Figure also gives the timing chart for operation of the line.

If the solution of the problem takes comparatively more time, it is not

recommended to use a control delay line fed by clock pulses of one frequency.

This is based on the fact that, in these cases, the control delay line should

contain a large number of elements. For example, if the problem is solved in

2010 cycles and the last control pulse must be fed in the 2000th cycle, then a

control line consisting of _000 ferrite-transistor cells would be necessary.

A reduction in the number of ferrite-transistor cells required for con-

struction of a control delay line is possible with the use of clock pulses
of different frequencies. Moreover, the "hard" program system consists of a de-

lay line and a frequency divider. The frequency divider is constructed of ele-

mentary binary dividers (frequency dividers in twos). Each of these includes
three ferrite-transistor cells, one of which is the inhibit cell.

The circuit of the elementary frequency divider is given in Fig.238 and the

timing chart for its operation, in Fig.239. The input of the cell 1 is fed with
pulses of the series irl ; the read winding of this cell and the cell 3 are fed
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_ ° •_+_ _,,I.... ? +_o oo_,_= _ • nn_ th_ _ad windin_ of the cell 2 is fed with

pulses of the series ir I. Because of this distribution of the pulses of the

series irl and ir2, pulse trains whose frequency is halved are produced at the

Fig.236 "Hard" Program System Based on Flip-Flops
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Fig.237 Delay Line Based on Ferrite-Transistor Cells

=_ T_m_g Chart of its Operation

outputs of the cells 2 and 3; these pulses are synchronized with the pulses

of the series irl and ir_ respectively.

By connecting several binary dividers in series, pulses can be obtained

whose repetition rate is 2, _, 8, etc. times lower than the repetition rate of
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the basic read pulses of the series irl and i_. The timing chart of the pulses

produced at the output of the divider which divides the frequency of the basic

read pulses by 2, _, 8, 16, and 32, is given in Fig.2_0. The frequency of the
basic read pulses is denoted in the timing chart by f (fl or f2 ).

3

• I .Gatput___

It1 i it!

Output 3

_- Output 2

Fig.238 Binary Divider Based on Ferrite-Transistor Cells

Let us assume that, for normal operation of a certain digital computer, it

is necessary to feed its units with control pulses at the 1st, 8th, 12th, 16th°

30th, 32nd, 6_th, 72nd, and 96th cycles. Then, a pulse must be fed to the in-

put of the delay line in the 1st cycle. The delay line itself is constructed

according to the principle of greatest reduction in the total number of ferrite-

_r! 1 I

irz J

Outeut I I

Output 3

Output 2 _____i

I____I____1 I._ __I _ /___ t

I I I -_t

] 1 I t

Fig.239 Timing Chart for Operation

of a Binary Divider

transistor cells.

Figure 2]+1 shows the circuit of a "hard" program system which generates

control pl_ses at the instants of time required for the given case. The system

contains a master oscillator MO generating the basic clock pulses with a funda-

mental frequency of f, a frequency divider, and the delay line itself consisting

of 17 ferrite-transistor cells. The control pulses are taken from the outputs

of the 2nd, _th, 5th, llth, 12th. llth, 16th, and 17th cells; the control pulse

of the first clock is the input pulse IT(tl) for the delay line.

A study of the timing chart of the clock pulses (Fig.2]+O) readily shows

that a pulse will be generated in the 8th cycle at the output of the 2nd cell;

in the 12th cycle, at the output of the _th cell; in the 16th cycle, at the output
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of the 5th cell, etc. The greatest reduction in the number of cells in the

control delay line is achieved when the next control pulse ls generated a5 5he

output of the cell fed by clock pulses of a lower frequency. Let us study this
last statement in more detail.

The fourth control pulse (instruction) N4 is produced at the output of the

5th cell in the 16th cycle. The next instruction Ns should be produced in the

30th cycle. In this cycle, the divider issues one of the clock pulses of fre-

quency fl/_ , which should also be used to produce the instruction Ns at the
output of some ferrite-transistor cell. Since the code "l" can be written into

this cell only immediately before admission of the clock pulse in the 30th

cycle, a delay line of five cells must be inserted between it and the cell

giving the instruction N4.

In transferring from instruction Ns to instruction N4, as well as from in-

struction Ns to instruction Ns and from Ne to N_, the intermediate cells are

not used. Thus, if in the transfer from instruction to instruction, the fre-

quency of the clock pulses decreases, the number of intermediate cells will be

minimal, and vice versa.

This example of the construction of a "hard" program system graphically

shows the possibilities of reducing the bulk of the unit when clock pulses of

different frequencies are used. Actually, 192 ferrite-transistor cells would be
necessary for an ordinary delay line, since the last instruction is issued in

the 96th cycle. When clock pulses of different frequencies are used, the number

of cells in the delay line itself is reduced to 17. In that case, 32 cells are

required in all, since the frequency divider consists of 15 ferrite-transistor
cells.

If it is necessary to issue a large number of instructions (hundreds and

thousands) for the solution of a given problem, then the "hard" program system,

constructed of a delay line with the use of clock pulses of different fre-

quencies, is very cumbersome and requires a large number of semiconductor tri-

odes. To reduce the bulk of the unit, especially to reduce the number of tran-

sistors, ferrite number lines consisting of a magnetic matrix can be used in

the "hard" program systems.

In addition to the matrix, the system contains a master oscillator and a

frequency divider similar to the building blocks used for the control delay

line, two ferrite-transistor shift registers, and amplifiers.

The shift registers are ordinary delay lines based on ferrite-transistor

cells with outputs after each cell. The first shift register is fed with clock

pulses whose frequency is several times lower than the frequency of the clock

pulses feeding the second shift register. The freguency ratio is so selected

that, in an interval of time limited by the instants of exit of the pulses at

two adjacent outputs of the first shift register, pulses are produced at each of

the outputs of the second shift register. The initial write-in of the code "l"

into the shift registers takes place when pulses of corresponding frequencies

are emitted by the divider.

The matrix consists of ferrite number lines, similar to the lines used in
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the permanent storage units. The codes in the lines are recorded in pulses from
the outputs of the second shift register. The codes read out of the matrix are
original instruction codes.

In the following example, let us consider the operation of a "hard" pro-
gram system with a magnetic matrix. Let it be necessary to issue lO instruc-
tions during each 16 cycles of operation of the computer in the following se-_4_
quence:

in the 1st cycle - instruction N_ with the code 1011;
In the 2nd cycle - instruction N_ with the code lOO1;
in the _th cycle - instruction Ns with the code OOll;
in the 6th cycle - instruction N4 with the code lOlO;
in the 7th cycle - instruction N5 with the code lOO1;
in the 9th cycle - instruction Ns with the code ll00;
in the llth cycle - instruction N7 with the code 0110;
In the 12th cycle - instruction N8with the code llll;
in the l_th cycle - instruction N9 with the code llO1;
!n the 16th cycle - instruction N_o with the code Olll.

Since the instructions are of the four-column type, the number lines of the
matrix of the unit should consist of four ferrite cores, and the output wind-
ings of the ferrite cores of the samecolumns should be assembled in the general
readout buses of the matrix. It is convenient to take the number of lines as
equal to four, since both shift registers in this case contain four transistor
cells in all. Actually, during the time in which the instructions are pro-
duced, which is equal to 16 cycles, one four-cell register ensures the writing
of the codes in four cycles, and a second ensures the reading of the codes in
each cycle. Clock pulses of different frequencies should be fed to the cells of
the register.

The circuit of the unit ensuring issuance of the instructions in the above
sequence, is given in Fig.2_2. The circuit contains all basic componentsof a
"hard" program system with a magnetic matrix. Each ferrite core of thematrix
is symbolized in the diagram by a rectangle which is intersected by lines which
represent conventional symbols for the write, read, and output buses. The write
buses connected to the outputs of the first shift register are denoted by broken
lines in this diagram; the read buses, connected to the outputs of the second
shift register, are shownby vertical lines; and the output buses are indicated
by horizontal lines.

Themaster oscillator MOfeeds the frequency divider FDwith clock pulses
having a fundamental frequency f. In this case, the time in which the instruc-
tions are issued is equal to 16 cycles; therefore, the divider consists of four
cascadeswhich provide for the successive division of the fundamental frequency
by 2, _, 8, and 16. The amplifiers A are used for amplifying and shaping the
code pulses produced in the output buses of the matrix.

Both shift registers of the unit are the sameand consist of four ferrite-
transistor cells. The output of each cell forms the output of the corresponding
register which causes the output pulses to form after every frequency half- /_09

period of the clock pulses feeding the given register. The outputs of the first
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re_ister are denoted by Roman numerals and those of the second register by

Arabic numerals.

For the first write-in of the code "i" into the first register, pulses with

a frequency of f/16 are used whereas pulses with a frequency of f/8 are used as

the clock pulses for this register. Therefore, the signals at the outputs I -

IV are generated in succession after every four cycles, within the time inter-

vals t, - tz, (Fig.243).

It

I

m

•;_ Fc,

•. Ill

Fc,

2rid Shift register ]

Iz a_

• I N-

/2

, ) c

Fig.2_2 "Hard" Program System with Ferrite _trix

For the first recording of the code "l" in the second register, pulses

with a frequency of f/_ are used while pulses with a frequency of f/2 are used

as the clock pulses for this register. Therefore, the signals at outlets 1 - i_

are formed consecutively after each cycle at the times tl, t_, ts, etc.

The magnetic matrix consists of four number lines, each of which consists

of four ferrite cores. The cores comprising one number line are arranged in

Fig.242 along the vertical line. Each core of the number line represents a def-

inite instruction code digit. Also, the cores of the upper matrix series are

v_i__Lu_ slgnificant _-_*_ _n of the inst_xction code while the cores of the

lower series represent the least significant digits LSD. The matrix has four

outputs, labeled in Fig.2_2 by A, B, C, and D. If, for example, pulses ap-

pear simultaneously at the outputs A, C, and D, this would mean that the in-
struction code lOll is read from the matrix.

Readout of the instruction codes from the matrix in the required sequence
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is ensured by a determinate piercing of the matrlx, i.e., _ ..............
write buses through the cores in a given sequence. Moreover, each read bus
passes through all ferrite cores of the corresponding number line.

In the given case, to ensure that the instructions are issued in the re-
quired sequence, the matrix is pierced as follows: The first write bus con-
nected to the output I of the first shift register is gated through the ferrite
cores FCI, FCs, and FC4of the first number line, through the cores FC6and FCs
of the second number line, and through the cores FCIs and FCI6 of the fourth
line. The fourth write bus is gated through the cores FC6and FC7of the second
and the cores F_ and FCI_ of the third numberlines. The third write bus is
gated through the cores FCI and FC_of the first, the cores FCIo and FCII of the
third, and the cores FC_3, FC14, FCIs, and FCIs of the fourth number lines.

The initial state of all the cores of the matrix is the zero state. At the
instant t, , at the output I of the first shift register, a pulse is produced

.... _ _Cs _C4, F_ FC_ FC_. and FCI_ to the state i. Atwhich seLs L,_,= cores _, -_ , -- _ _ ,
the instant of time tl, i.e., in the first cycle, a pulse is generated at the

output I of the second shift register. This pulse sets all cores of the first

number line to the state l; therefore, at the instant tl, the parallel pulse

code lOll of the first instruction is produced at the outputs of the matrix.

At the instant t_, a pulse is produced at the output 2 of the second shift

register. By resetting all ferrite cores of the second number line to the zero

state, this pulse generates the code lOO1 of the second instruction at the out-

put of the unit. The pulse, produced at output 3 at the instant ts, generates
a zero code since none of the cores of the third number line had been set to the

state 1. The formation of the zero code corresponds to the idle time of the

unit. At the instant t4, a pulse is produced at output _ of the second shift

register. This pulse generates the code O011 of the third instruction at the

output of the unit.

After readout of the code OOll, the codes must be rewritten into the matrix

since all its ferrite cores, at the instant t4, had been reset to zero. The

subsequent writing of the codes is effected by means of a pulse produced at the

instant t,, at the output II of the first shift register. This pulse sets the

ferrite cores FC6, FCT, F_, and FCI_ to the state l; this ensures generation of
the code lOlO of the fourth instruction at the output of the unit at the instant

t_ and of the code lOO1 of the fifth instruction at the instant t_. The sub-_

sequent formation of the instruction codes takes place in accordance with the

timing chart (Fig. 2_3).

This example of the construction of a "hard" program system with a mag-

_etic matrix shows that, in case8 in which the instructions or individual con-

trol pulses are issued at high frequencies, units with magnetic matrices have

definite advantages over units constructed on the basis of delay lines. Actu-

ally, when magnetic matrices are used, the number of transistors in practice

does not depend on the frequency at which the control pulses are generated,

since they are used only in the frequency divider and shift registers.
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CHAPTERVIII

THEELEMENTSOFPROGRAMMING

hA/

Section 59. The Structure of Instructions Used in Digital Computers

An instruction is a set of numbers (numeric code) defining the concrete

operation which a computer mnst carry out. In digital computers, instructions
are coded in a binary code.

In programming, instructions are recorded on a form usually in the octal

system since a binary expression takes up much space and is not suited for

reading purposes. When a program is fed into the computer, the octal recording
is mechanically transformed into a binary recording.

As mentioned above (Section IA), depending on the particular design, com-

puters may be of the one-, two-, three-, and four-address type and may have a
natural or forced sequence of carrying out the instructions.

Let us examine in more detail the structure of the instructions used in

different types of digital computers.

Three-address instruction. A three-address instruction has the form

O1 0324 0245 0152.

Here, the first group of digits is the operation code; the other three
groups of digits are the address.

Let Olbe the operation code of addition. Then, the g__ven instruction has

the following contents: "Take the number in cell No.O32A, add it to the number
stored in cell No.02AS.

Enter the result of the operation - the sum of both numbers - in cell
No.0152".

In comparison with other instructions, a three-address instruction more

often corresponds to the logic used in carrying out an arithmetic or logical

operation: Two initial numbers are taken, some operation is performed on them
which results in the obtainment of a third number. When such instructions are

used, most of the operations are carried out uniformally, leading to a consid-

erable simplification of the composition of the program and the control of the

operation of the computer.

Three-address computers follow a natural sequence of carrying out the _4_

instructions. Our three-address computers include the large universal machines
"Strela", BESM, BESM-2.
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One-address instruction. A one-address instruction contains an operation
code and one address.

The peculiarity of one-address computers consists in the fact that the

result of the operation effected is left in the adder of the arithmetic unit.

In order to carry out the operation of addition considered above, three

one-address instructions of the following contents are required:

02 0324.

The command means: "Transfer the number stored in cell No.O32A to the

adder" (02 - the operation code of the transfer of the number from the memory

cell into the adder);

O1 0245.

This command means: "Add the number entered in cell No. 02A5 to the con-

tents of the adder, leave the results of the addition in the adder" (01 - the
operation code of addition):

16 0152.

This command means: "Transfer the contents of the adder to cell No.0152"

(16 - the operation code of the transfer of the number from the register of the

adder into the memory cell of the computer).

In order to carry out these three one-address instructions, three operating

cycles of the computer are necessary. It is natural that the program of the

same problem in a one-address computer must contain a larger number of in-

structions than in a three-address computer. However, during the solution of

many problems, the difference in the volumes of the program is not too great
because of the application of this method of solution with which the result of

the previous operation, which remains in the adder, is used as the initial

number for the subsequent operation. In addition, one-address computers have

a simpler design than other types. All this determines the application of a

one-address system of instructions in many modern general-purpose and special-
purpose computers.

One-address computers can have only a natural sequence of carrying out the

instructions. Our one-address computers are the "Ural" and "Ural-2".

A two-address instruction. Two-address instructions can be used in com-

puters both with a natural and forced sequence of carrying out the instructions.

In a two-address instruction used in a computer with a natural sequence of

carrying out the instructions, the addresses of both initial numbers are indi-
cated.

The result of the operation can be referred to one of the addresses of
these numbers or can be left in the adder.
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For example, let the instruction be carried out: L4k 

03 0157 0246.

The operation code 03 means: "Multiply the number stored in cell No.0157

by the number entered in cell No.O2A6; enter the product in cell No.O2A6".

Thereupon, the second initial number which is located in cell No. 02A6 is erased

and the result of the operation is entered in its stead.

If the initial numbers stored in cells No.O157 and 02A6 must be retained,

then such an instruction must be specified after which the result of the opera-

tion would remain in the adder, for example:

13 0157 0246.

After an instruction with such an operation code, the numbers contained

in cells No.O157 and 02A6 are multiplied and the product is left in the adder.

By the next instruction which has a corresponding operation code, the contents
of the adder can be transferred to the requisite memory cell.

In some computers using two-address instructions, the results of the op-
eration are entered not in the locations of the initial numbers, but in cells

specially prepared for this purpose whose addresses are constant.

Two-address computers may have both a natural and forced sequence of exe-

cuting the instructions.

Two-address computers with a forced sequence of executing the instructions

operate like one-address computers. In the second address, the number of the

cell is indicated which stores the subsequent instruction.

Our computers of the '_insk" type are two-address machines with a natural

sequence of carrying out instructions.

A Sesquialteral-address computer. A sesquiaddress instruction is a kind
of two-address instruction. It contains the first address in its entirety and

the last half of the second address (two octal digits). The first address

stands for the number of any memory cell; the second, for a specific number of

memory cells whose numbers are predetermined (let us assume, cells with numbers

from h300 to &377).

The advantage of a sesquiaddress system of instructions is the fact that

it reduces the amount of digits necessary for the representation of the in-
struction.

A four-address instruction. Four-address instructions are used in com-

puters with a forced sequence of carrying out instructions. The first three
addresses have the same purpose as those in a three-address instruction. The
fourth address indicates the cell in which the next instruction is stored.

Thus, the instruction
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Ol 0324 0245 0152 0362

means: "Add the numbers stored in cells No.032 A and 02_5; enter the result in

cell No.O152; moreover, execute the instruction entered in cell No.0362."

The forced sequence of executing instructions is used in certain foreign

computers which have intermittent-operating memory units (delay lines, magnetic

drums). Moreover, the instructions in the cells are so arranged that the next
instruction is entered in the cell which immediately follows the cell contain-

ing the recording of the result of the previous operation. This makes it pos-

sible to reduce the time lost in waiting for access to the required memory

cell, which increases the computational speed.

Four-address computers are more complicated than computers using instruc-

tions with a smaller number of addresses. In addition, the forced method of

executing the instructions complicates the programming. Therefore, computers

with a natural sequence of execution are now in wide use.

In addition to the operation code and the addresses, some computers con-

tain, in their instructions, additional binary digits (signs) which determine

the sequence of formation of the addresses and the operation regime. Thus,

for example, in the "Ural" machine, the instruction has an address-change sign
which can use two values: 0 or 1. Depending on the value of this sign, the

address of the instruction remains unchanged or changes by a certain magnitude

which had been written beforehand into a special memory unit.

In the "Strela" computer, the instruction contains a binary digit called

the control sign.

The control sign does not affect the contents of the instruction.

The control sign may be equal to either O or 1. In the first case, after

execution of a given instruction, the machine passes to the subsequent instruc-

tion; in the second case, it stops after execution of the instruction.

Control signs are used during operation of the computer in a special re-

gime known as the regime of control stops. This regime is used for the program

check. When operating in this regime, the computer stops after execution of
each instruction which has the control sign 1.

Section 60. Certain Facts on the General-Purpose Computer,

Necessary. for Programming

The prog_am of _._...._u_,_"_^_ of -_g_v_n_.........p_nb] era, before it is fed to the

computer, is entered on a form in the octal system of notation.

A three-address instruction on such a form is entered by means of an octal

number, e.g.,

05 0371 3254 1011.
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The operation program before its input into the computer is transferred

from the form to punched cards or punched tape. Each octal digit entering the

composition of the address or operation code is expressed by a three-digit

binary number.

Thus, in the memory cell of the computer, the instruction is entered in

the form of a specific set of binary digits. Therefore, the same operations

can be performed on the instructions as on the binary numbers.

Control sign

Ist Address 2nd Address 3rd Address / Operation

,code

I!lJiJ-IllIIII'llfiIl'JII11J-II[I1IIil'J'iI1'iIili'-I
0 ! " 10 , 1_ - " 2_ 114.... J$'_6"J? .... 1_

Fig.2AA Distribution of the Locations in the Memory Cells

of the General-Purpose Computer "Strela" during

Storage of an Instruction

As an example, Fig.2AA shows the distribution scheme for the locations of

the memory cell in the "Strela,, general-purpose computer during storage of an

instruction. For writing the addresses, 36 locations are extracted, from the
zeroth to the 35th. Each address occupies 12 bit locations. The control sign

is stored in the 36th location. The operation code is entered in the last six

locations (from the 37th to the _2nd)o The memory cells are numbered in suc-

cession, beginning with zero. Let us assume that the number zero is kept con-
stant in the cell No. 0.

The memory of the computer is built up on the substitution principle: when

any number is fed to the memory cell, the preceding write-in is automatically
erased. If a "zero" instruction is written into the cell (a set of zeros), the

computer executes no instruction and, after the cell is searched, it proceeds
to the next instruction.

In addition to the working memory, there is a special memory unit in the

hardware of each computer in which the programs of calculations of certain

frequently encountered functions (sin x, cos x, _, and others) are permanently
stored.

These programs are called standard subprograms. The conversion to a re-

quired standard subprogram is effected by a special instruction. When the

basic program has been executed, the computer, confronted with this instruction,

automatically transmits the control to the corresponding standard subprogram.

After the required function has been calculated, the execution of the basic

program continues.

Certain computers such as, for example, the Strela, have a special internal
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cannot store a large number of standard subprograms. Therefore, standard sub-

programs are usually stored on magnetic drums which become part of the ex- /_8

ternal memory units.

In most modern computers, during performance of specific operations, the
arithmetic unit produces a so-called w (omega) signal which is used as an indi-

cation of the result (see Section l_). For example, the _ signal is generated

during addition or subtraction when the result of the operation is negative or

when two numbers are compared in case of their non-coincidence. If in a given

operation the _ signal is produced, it can be said that _ = l; if there is no

signal, then it is said that _ = O.

The _ signal is fed to the control unit of the computer which, in accord-

ance with the meaning of this signal, proceeds to some other part of the pro-

gram according to special transfer instructions. The peculiarity of such trans-

fer or jump instructions consists in the fact that they contain the addresses

of the cells that store the instructions pertaining to the various portions of

the program. Depending on the value of the _ signal, one of the two commands

indicated in the addresses of the jump instructions is executed. When _ = O,

the command is executed which is stored in the cell of the first address; when

= l, the command stored in the cell of the second address is executed. The

signal increases the logic potentialities of the computer and permits auto-

matic changing of the sequence of executing the instructions with respect to
the intermediate computational results.

In addition to the _ signal, the arithmetic unit of most computerscan

feed a _ (phi) signal to the control unit, which is produced in the case of

overflow of the location network. Like the _ signal, the _ signal can assume

two values: 0 or 1. If _ = l, the control unit halts the machine.

Section 61. The Instruction System

A program-controlleddigital computer can execute a strictly limited number

of different operations which is called the operating system of the given com-

puter.

The instruction system of modern general-purpose digital computers isof

considerable size and contains scores of different instructions. To explain

the principles of programming, it is sufficient to select from this system only
the basic and most characteristic instructions.

The basic programming principles are the same for all general-purpose com-

puters. Later, we shall examine the progranmLing elements applicable to a

three-address computer with natural sequence of executing instructions, which

operates with numbers represented in normal form. This is because the pro- /_9

gramming problems for such computers are solved in an extremely simple manner.

To be specific, let us assume that a complete instruction code in the

memory cell occupies A2 bit locations, six of which are extracted for writing
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the operation code and twelve others for each address.

Whenan instruction is written on the forms, each set of three binary
digits is expressed by one octal digit. Moreover, the operation code will be
entered as two-valued, and each address as four-valued octal numbers.

In the study of an instruction system, it is convenient to use writing of
the instruction in the form of letters. A three-address instruction in alpha-
betic writing has the form

abcK,

where a, b, and c are the addresses of the instruction and
code.

K is the operation

In different makes of computers, operations identical in contents are

coded in different numbers. Therefore, to designate the operation codes, we
will not use numbers but conditional symbols (letters). For example, we will

denote the operation code of addition by the letter A, the multiplication op-

eration by the letter M, etc. To write the addresses, we will use both letter
and numerical denotations.

Also, let us introduce certain conditional notations which we will use
later:

(a) = contents of the cell lettered (a);

p(a) = exponent of the number stored in the cell lettered "_';

m(a) = mantissa of the number stored in the cell lettered "a".

By the ordinal number of the instruction, we mean the running number of

its storage in the memory cell.

All digital designations of the cell numbers (addresses of the instruc-

tions) are given in the octal system as is generally done in progr_g.

Let us now consider the characteristic operations carried out by modern
digital computers.

The basic instructions of arithmetic and logical operations are given in
Table 25.

E_olanation of Certain Instructions of Arithmetic andLogic Operations

1. Arithmetic operations are used to carry out arithmetic activities.

The results of the arithmetic operations are rounded off and normalized.

Most machines provide for the possibility of performing these operations with-

out rounding off or normalizing(the so-called rounding off interlock or
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TABLE25

INSTRUCTIONSOFARITHMETICANDLOGICALOPERATIONS

Conditional
Designation
of Operation

A

S 1

M

D

F

C

Type of Opera-
tion and Writing
of the Instruc-

tion in General

Form

Addition abcA

Subtraction

abcS

Subtraction of

the moduli

abcS I

Multiplica-
tion abcM

Division

abcD

Formation

abcF

Comparison
abcC

Condition
of Forma-

tion of

the Signal
w=l

(c) <0

(c) <0

(c) <0

(c)- 0

the con-

tents of

even one

Action of the

Computer after a
Given Instruction

With consideration of their

signs, the number (b) is
subtracted from the number

(a). The result of the

subtraction is normalized

and sent to cell c.

The absolute value of the

number (b) is taken from

the absolute value of the

number (a). The result is

sent to cell c.

Multiplication of the num-

bers (a) and (b) with con-

sideration of their signs.
The result is sent to

cell c.

The number (a) is divided

by the number (b) with

consideration of their

signs. The result is sent

to cell c°

Digital logical addition

of the numbers (a) and (b).
The results are entered in

the locations of the re-

spective cell c.

Digital execution of the

operation of equivalence

negation (digit compari-

Ao3

Algebraic addition of the
numbers (a) and (b). The

result of the addition is

normalized and sent to

cell c.



Conditional
Designation

of Operation

SA

SS

Type of Opera-

tion and Writing
of the Instruc-

tion in General
Form

Special Addi-
tion abcSA

Special Sub-
traction

abcSS

Condition

of Forma-

tion of

the Signal
_=I

location

of the

cell c is

not equal
to zero

Action of the

Computer after a
Given Instruction

son). The results are en-
tered in the locations of

the respective cell c.

The addresses of the in-

struction stored in cell a

are combined with addresses

of the respective cell b.
The carries in the addition

of the older locations of

the respective addresses,

are lost. The operation
code entered in cell a

does not change. The re-
sults of the addition of

the addresses are entered

in cell c.

The respective address of
the number stored in cell b

is subtracted from each

instruction address entered

in cell a. If borrowing

is necessary during the
subtraction of the older

locations of the respective
addresses this occurs with-

out any change of the

younger location of the

adjacent address at the
left.

normalizing interlock) for which special operation codes are used.

In many cases, arithmetic operations can be used not in accordance with /A21

their true purpose.

The operation of addition can be used to convey and set up the sign of the
number. For example, on the instruction

a 0000 c A
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the number (a) is added to zero (zero is always stored in cell No.O000) and

will be transferred into the cell c without any change. If the number (a) is

negative, the signal w = l, indicating the sign of the number, will also be
generated.

The subtraction operation is used to compare two numbers with respect to

their algebraic value; from the value of the signal w, it can then be determined
which of these is greater.

The operations of addition and subtraction can be used to isolate the

whole or fraction part of a number. For example, let a certain number x be

stored in the memory cell represented in the form of

where mx is the mantissa of the nttmber x and p its binary exponent.

Let us assume that to express the mantissa, n bit locations are extracted.
The whole part [xSw of the number x can be isolated by the operation of addi-

tion of this number to the auxiliary number whose mantissa is equal to zero,
and whose binary exponent is equal to n. The addition should be effected with

the interlock of the rounding-off operation.

When the exponents are equated during performance of the addition process,

the exponent p of the number x increases to the magnitude n; at the same time,
the mantissa m_ moves to the right by n-p places. The magnitude p is equal to

the number of places of the mantissa in front of the decimal point. These

places comprise the whole part of the number x; the remaining n-p digits of the

mantissa represent the fraction part. Therefore, when the mantissa moves to

the right by n-p places, the fraction part of the number x leaves the limits of

the location network and is lost. After addition and normalization, the whole

part of the number x returns to its location. To exclude the possibility of

distorting the whole part due to rounding off, the addition should be effected
with the interlock of the rounding-off process.

To obtain the fractional part [xScra¢ from the number x, its whole part
Ix]. must be calculated.

For example, let the number x be stored in cell No. OlO0 and let an auxili-

ary number of the form 0.2n be entered in cell No. 0250. Let us assume that the

whole part of the number x must be put in cell No.0210, and the fractional part
in cell No. 0211. The isolation of the whole and fraction parts is carried out

_th the aid of the following two instructions:

OlO0 0250 0210

OlO0 0210 0211

A ... Addition with the interlock of the

rounding-off process (0210) = [x]w

S ... (0211)= (0100) - (0210) = [x],r.c

2. Operation F (forming) is carried out by the digital logical addition /A22
of the numbers indicated in the first two addresses of the instruction. The
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given operation makesit possible to form a new numberor a new instruction
from parts of the two sets of digits stored in the various cells.

In cell a, let the following set of digits be stored:

101101110111 000000000000 000000000000 000000,

and in cell b, the set of digits:

000030000000 000000000000 II0110111111 000000.

Then, after the execution of the instruction

abc F

the following set of digits will be entered in cell c which is indicated in the
third address:

I01101110111 000000000000 110110111111 000000.

It can be easily seen that, when any number is formed with a set of zeros,
the same number is obtained as the result. This feature of the formation opera-

tion is often used in subprogramming for the transfer of a number or instruc-
tion from one cell to another.

Let us assume that it is necessary to transfer a number from cell a to

cell c. Since zero is always entered in cell No.OOOO, the instruction for the

transfer of the number (a) to the cell c will look like this:

a O000 c F

3. Operation C (comparison) is the digital execution of the operation o£

the negation of equivalence in numbers entered in the cells which are indicated
in the first and second addresses of the instruction. The result of the opera-

tion, which can be determined from the third address,will have the number one
in those locations where there was no coincidence.

As a rule, the operation of comparison is carried out to establish the

coincidence (o_= O) or non-coincidence (_ = l) of the numbers being compared.

The numerical result of this operation is usually not necessary for further
use. The transfer instruction most often follows the operation of comparison

whlchmakes it possible, depending on the results of the comparison (value of

the signal _) to jump from one part of the program to another.

The instruction to carry out the operation of comparison has the following
form:

abOC
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The signal _ = i is generated upon this instruction, i£ the n._._ers in

cells a and b do not coincide; or the signal _ = 0 is generated if the numbers
do coincide. A zero is indicated in the third address since the zero cell does

not receive any write-in so that the result of the operation is nowhere entered.

When necessary, the numerical value of the result can be entered in the /A23
cell whose number is indicated in the third address.

A. Operations SA and SS. These operations are used to form new instruc-

tions by address modification. The addresses of the commands are modified by
the addition to them (or the subtraction from them) of certain auxiliary num-

bers. Moreover, the operation code remains as before.

Operation SA - special addition - is used for address substitution by add-

ing the auxiliary number. Let the following instruction be stored in cell a

bcd M

and let it be necessary to increase its first address by one unit, the second

by two units, and the third by four units.

For this, it is necessary to use the auxiliary number which is a condi-
tional instruction having a one in the first address, a two in the second, a

four in the third, and any number (for example zero) in the operation code:

0001 0002 0004 00.

Let us feed this number to the cell e. _i

As a result of execution of the instruction

aeh SA

a new instruction of the following form will be entered in cell h:

b--l- 1 c+2 dq-4M.

Operation SS - special subtraction - is used for address modification by

subtracting the auxiliary number.

If the following instruction is contained in cell a:

bcd M,

then in order to reduce its first address by one and the second by five,

auxiliary numbers must be used having a one in the first address, a five in

the second, and zero in the third:
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0001 0OO5 0000 OG.

Let us assume that this number is stored in cell e, and a new instruction
is to be entered in cell h. Then, the instruction for address modification

will have the following form:

aeh

After its execution, the following instruction will be placed in cell h:

b--1 c--5d M

Further, let us assume that the auxiliary numbers used for address sub- /A2A
stitution can be conditionally designated as:

I (I) - a number having a one in the first address;

I (I, III) - a number having a one in the first and third addresses;

2 (III) - a number having a two in the third address, etc.

By using address modification, it is often possible to considerably reduce

the number of instructions entering the program in comparison with the number

of instructions that can actually be executed by the computer.

Address modification, therefore, is widely used in programming.

Table 26 shows only those operations which can be performed from standard

programs used in the examples considered below. There are many more such opera-
tions in general-purpose digital computers.

E_olanation of Operations Performable with Standard Programs

The initial data are entered in the memory cell of the computer in the

form of binary-coded decimal numbers. Before the calculations are started,

they must be converted into a binary system. This is done with a special
standard program which can be effected with the operation lO _ 2.

The computational results are obtained in binary code. In order to take

them out of the computer, they are at first converted into binary-coded /A25

decimal numbers by the operation 2 - lO. After this, the binary-coded decimal
number is converted by the output unit into a decimal number.

Operations with standard programs can be carried out on a group of n num-

bers arranged in succession in the cells. For this purpose, the number n, in-

stead of O, should be entered in the second address of the corresponding in-

struction. Then, the given operation will be carried out on n numbers arranged

in the cells a, a + l, a + 2, ..., a + n - 1. The results of the operation

will be recorded in the cells c, c + l, c + 2, ..., c + n - 1. Let us explain
the above statements on an example.
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TABLE 26

INSTRUCTIONS FOR OPerATIONS WHICH CAN BE P_FOHF_

WITH STANDARD PROGRAMS

Conditional

Designation
of the

Operation

i0_2

2 - i0

sin x

Type of Operation
and Write-In of the

Instruction in

General Form

Conversion of the number

from binary-coded decimal

system to binary

aOc I0 - 2

Conversion of the number

from binary system to

binary-coded decimal

system

aOc 2 - i0

Taking the square root

Calculation of the sine

aOc sin x

Action of Computer
after Instruction

The binary-coded deci-

mal number (a) is con-

verted to a binary
number and the result

is entered in cell c

The binary n1_ber (a)
is converted to a bi-

nary-coded decimal num-
ber and the result is

entered in cell c.

The machine calculates

the quantity _ and

records it in cell c

The value is determined

(c)= sin(a)

Let us assume that the final calculation results are distributed over the

cells a, a + I, a + 2, ..., a + I0. To take them out of the computer, it is
necessary to convert them first into a binary-coded decimal system of notation.

The conversion will be effected upon the instruction:

aO011 c 2---,-10,

where OOll is the octal number nine.

After execution of this instruction, the nu--mbersfrom the cells a, a + i.

a + 2, ..., a + lO will be recorded in blnary-coded decimal writing and entered

in the cells c, c + l, c + 2, .,., c + lO.

In those cases where the initial numbers are not necessary for further

use, the results of the operation on them can be entered in their place. Thus,

in the previous example, upon the instruction
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aO01l a 2--->10

the numbers in the cells a, a + i, a + 2, ..., a + I0 will be converted into a
binary-coded decimal system and entered in those same cells.

The basic control commands are given in Table 27.

TABLE 27

CONTROL COMMANDS

Conditional

Designation
of the

Operation

CJ

Output

K

Type of Operation
and Write-In of

Instruction in

Gene#al Form

Conditional jump

abc CJ

Output of the num-
bers from the com-

puter memory for

printing

a n 0000 output

Machine stop

000 K

Action of Computer
after Instruction

Depending on the value of the
signal _obtained after execu-

tion of the instruction, the
control is transmitted either

to the instruction recorded in

cell a or the instruction re-

corded in cell b. If the sig-

nal _ = 0 was obtained, the in-

struction (a) is executed; if

= i, the instruction (b) is
executed. Zero is entered in

cell c.

n numbers from the memory cells

a, a + i_ a + 2, ..., a + n - I

are transferred for printing.

Machine stops

E_planation of the Conditional Jump Instruction

The conditional Jump instruction differs from all other instructions by

the fact that the numbers of the cells storing the subsequent instructions are

indicated in its addresses. Thus, after checking the conditional Jump instruc-

tion, the computer carries the next instruction in a forced sequence.
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In accordance with the value of the signal _ obtained from the previous

operation, the computer independently begins to carry o_t the program from one
of the two commands indicated in the instruction addresses of the conditional

jump. In the same way, the automatic operation of the computer is realized in

performance of the programs providing for different directions of the solution

with respect to the intermediate results.

Let us assume that, in accordance with the results of the operation of
comparison of the two numbers (operation C), it is necessary to execute one of

the two parts of a given program: One part begins with cell k, the other with

cell d. This Jump can be effected upon the conditional jump instruction

kdm CJ

If the numbers being compared coincide, the signal _ _ 0 is produced upon

which the computer begins to carry out the program, beginning with the con_nand

indicated in the first address of the conditional jump instruction (in our

case, this conm_nd is k). When the numbers being compared do not coincide,

the signal _ = 1 is generated upon which the computer beg_us to axeoate the

program from the command indicated in the second address of the conditional

jump instruction (command d). In both cases, zero is entered in the cell indi-

cated in the third address (cell m)o

If the number of the cell in which this number is entered is indicated in

the third address of the conditional jump instruction:

(a) : kda CJ,

then zero will be entered in its place after the j_p. In these cases, it is

said that the conditional jump instruction canceled itself.

This peculiarity of the conditional jump instruction is used when it is

necessary to repeat a calculation on the portion of a program which includes

the jump instruction, but when it is not necessary to effect a jump during the
second calculation.

Sometimes, independent of the intermediate result, it is necessary to

proceed to another part of the program which, for example, begins with the
command b. This is then indicated in the first and second addresses of the

conditional jump instruction:

bbO CJ

This is called an unconditional jump instruction. Thereafter, the control

is transmitted to the command b for any value of the si_lal _.

Section 62. Procedure for Preparation and Solution of Problems
on the Machine

The preparation and solution of a problem by means of a digital computer
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involve the following stages:

i. Mathematical form1_ation of the problem. In this stage, the mathamat-

ical functions with respect to which the calculations will be performed are con-

clusively established.

2. Selection of numerical method of solution. In this stage, a numerical

method is selected such that the required mathematical relations can be solved

with the prescribed accuracy within an acceptable interval of time, using a pro-

gram of minimum volume.

3. Compilation of the working program of the machine (prograu_ing).

4. Preparation of program and numerical material for loading into the com-

puter and the actual loading.

5. Adjustment of the program, i.e., checkup of its proper functioning, de-
tection and correction of errors in the program, in the source data, and in the

computing procedure.

6. Solution of the problem, verification of the solution, and extraction of
the results.

The first two stages constitute the purely mathematical aspect of the

problem, and therefore will not be considered here. The nature of the other

stages will be examined below, with special attention to programming problems.

The operating program is usually compiled in accordance with the following
procedure:

Compilation of the computational scheme - sequence of implementation of

arithmetic and logic operations, taking into account all possible vari-
ants that may apply in the course of the computations;

determination of the method of verifying the calculations;

construction of the logic diagram of the program;

compilation of the program in terms of conditional addresses;

compilation of the program in terms of true addresses.

The computational scheme depends on the selected numerical method of solu-

tion of the problem and is laid out individually for each individual case.

The methods of verifying the computations will be examined below, along

with general problems of verifying the solution of the problem.

We will begin our study of programming principles with the compilation of

the logic diagrams of programs.

Section 63. Construction of Logic Diagrams of th_Program

The compilation of a program is a complex and laborious project. To fa-

cilitate programming, the process of problem-solving is subdivided into a series
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of stages and a particular pcogi_mmis compiled for each stage. Then, all the /_28

particular programs are combined into the total program.

Suppose, for example, that a program has to be compiled for computing the

roots of the quadratic equation

ax: + bx + c =0.

The roots of this equation are found from the formula

-b±V 
Xl; 2 = 2G *

The computational procedure primarily depends on whether the radicand of
the expression D = b2 - 4 ac is positive or negative. If D _ O, the roots are

real; if D < O, they are imaginary.

The process of solution of this problem may be broken down into the follow-

ing stages:

1. Calculation of D = b2 - 4 ac.

2. Verification of the condition D _ 0 or D < O.

3. Calculation of the real roots, if D _ O.

4. Calculation of the imaginary roots, if D < O.

Clearly, the second stage should be followed by implementing either the
third stage (if D m O) or the fourth (if D < 0).

The process of solution considered above includes the arithmetic stages

(lst, 2nd, 4th) and the logic stage (2nd).

The arithmetic stage consists in performing calculations according to the

selected formulas. The logic stage consists in verifying satisfaction of the

conditions that determine the instant of transition to the program section at

which calculation from the prescribed formula commences.

In addition to the stages directly pertaining to calculation, the computa-

tional process involves other stages, given by the specific operating features

of the machine, namely:

Feeding of source data - the stage of transfer of numerical data to the
machine memory;

conversion of source data to the binary system - _,_v"-_*_o÷_stag_.

conversion of results from the binary to the decimal system -

arithmetic stage;
readout of the results - stage of transfer of numerical data printers,

punch cards, or other information carriers;

stopping of machine after solution and extraction of the findings

are completed.
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For each stage, a separate specific program is completed. Theseseparate
programs should be implemented in a strictly definite sequence corresponding to
the selected method of solution.

The diagram indicating the sequence of implementation of the individual
stages during the solution of a given problem is known as the logic diagram of
the program. The logic diagram of the program has the following advantages which
greatly facilitate programming: /_29

l) The logic diagram graphically reflects the entire process of solution of

the problem by the computer.

2) The process of compiling the program is broken down into more or less

autonomous parts, thus facilitating the program compilation and reducing the

number of programming errors.

3) On the basis of a detailed logic diagram, a single problem can be simul-

taneously progranmed by several programmers; the complex stages may be program-

med by expert programmers and the simple stages, by technicians with lower
skills.

i) The post-compilation check of the program is facilitated.

The logic diagrams of programs may be presented by two methods:

- in the form of flow charts;

- in the form of conditional symbols-operators.

Flow chart oZDro_ram. In this method, the logic diagram of a program is

presented in the form of rectangular blocks, each corresponding to a specific

stage of solution of the problem. Within each such block, the content of the

stage is concisely indicated. The blocks are linked by arrows indicating the

origin and destination of the control that is being transferred in the course of

the computations from block to block. A specific ordinal number is assigned to
each block.

Figure 2]+5 shows the flow chart of a program for computing the roots of a

quadratic equation. In this chart, blocks 1 and 8 correspond to car_j stages,

block 4 is a logic stage, and the other blocks (2, 3, 5, 6, 7) correspond to the

arithmetic stages. As is evident from this diagram, there exist no direct con-
nections between blocks 5 and 6.

Operator writin_of logic diagram of the oro_ram. When the logic diagram

of a program is given in operator form, each stage of the computational process
is presented not in the form of blocks but in that of symbols-operators. Analo-

gous operators correspond to the arithmetic, logic and other stages. /_30

Each operator is denoted by a specific symbol (letter). The following con-
ventional symbols have been adopted for the operators:

A- Arithmetic operator;
P- Logic operator;



C - Carry operator;
B - Breakpoint operator.

In addition to these operators, a series of other operators is used in pro-

gramming. For example, the following operators are frequently encountered:

F(i) - Address substitution operator;

O(i) - Renewal operator;

- Formation operator, etc.

We will consider the purpose of the latter operators in every individual

example of program compilation.

The notation of the logic diagram of a program in the operator form is

based on the following rules:

l) All operators are written in a single row.

2) Each operator is marked by a subscript indicating its ordinal number}

the numeration is continuous.

3) If the operator symbols are in series, this means that the operator on
the left transfers control to the operator on the right.

_eeding of program and source'[
I [ data to machine m

!
r Conversion of source data |

2[ to binary notation J
!

_[ Calculation of D-- b 2- 4ac]

t
4 lCheck of condition D > 0 or D < 0 1

-[
[ Co  utation rea,roots 1

i

6 [ Con,puPation of imaginary roots i

, l
lConversion of data to7 decimal notation

! Printing "f data ]ot
[

O [ Stop of machine ]

Fig.2_5 Flow Chart of a Program for Computing the Roots
of a Quadratic Equation
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_) If the operator on the left does not transfer control to its neighbor
operator on the right, a radix point is placed between them.

5) The transfer of control to an operator not contiguous to its neighbor is
denoted by an arrow.

Thepreviously considered logic diagram of the program for the solution of
a quadratic equation will have the following notation in operator form-

where

C,IAzAsP,As; A_A 7CsB,

CI = carry operator for transferring the program and source data to

the machine memory;

A2 = operator for converting source data to the binary system;

= operator for computing D = b2 - _ ac;

P4 = logic operator verifying the condition D _ 0 or D < O;
= operator for computing the real roots;

= operator for computing the imaginary roots;

= operator for converting the results to decimal notation;

= operator for outputting the results to the printer;
B_ = breakpoint operator.

If the logic diagram of a program occupies two or more rows or involves/_31
numerous transfers of control, it is inconvenient to employ long arrows to indi-

cate these transfers. In such cases, short arrows are used. Then the logic
diagram described above will read:

6 4

CIA2A_P4A_; A_ATCsB _.

The arrow pointing away from an operator denotes transfer of control by

that operator. The arrow pointing toward an operator denotes reception of con-

trol by that operator. The arrows are labeled with numerals indicating the
numbers of the operators to which control is being transferred or from which it
is being received.

The arrows denoting transfer of control with the signal w = 1 are given

above the row, while those with the signal w = 0 are given below the row. In
unconditional transfer of control, the position of the arrow above or below the
row is arbitrary.

The operator, as a section of the program, must satisfy the following re-
quirements:

l) It must realize operations of one kind, e.g., perform arithmetic calcu-
lations or verify a logic condition.
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^_ f_ other%j Control _.- operators is received only by the first instruction

of the operator.

3) Within the operator, control is transferred from one instruction to

another in accordance with the sequence of instruction numbers.

A) Control is transferred to the next operator only from the last instruc-

tion of the operator concerned.

The logic diagram of a program is recorded more compactly in operator form

than in the form of a flow chart. On the other hand, flow charting of a program

is more graphic and easier to read.

In programming, both these methods of writing the logic diagram of programs
are used.

Below, we will often use the operator form of writing, since this saves

space; the programs to be discussed -_,_ be _-ly_._ ei_nentary.

Section 6_. Com_i!ation of Programs in Conditional and Real Addresses

In the course of programming two types of operations must be performed:

Distribute the memory cells between the material pertaining to the

solution of the problem (program instructions, source data, auxiliary

constants, intermediate and final results of computations).

Compile the program.

Both operations are interrelated. The program cannot be prepared unless/_32
the addresses of the source numbers and auxiliary numbers as well as the ad-

dresses of the intermediate and final results are known. Conversely, the memory

locations cannot be assigned unless the amount of program instructions is known
in advance.

To resolve this difficulty, compilation of programs in terms of conditional

addresses is used, where the cell addresses are denoted by alphanumeric symbols.

When a program is assembled in terms of conditional addresses, the machine

memory is divided into two parts: one for recording the program instructions,

and the other for recording the source dataand the intermediate and final re-

sults. The latter part, in turn, is subdivided into three groups of locations:
cells for source and auxiliary numbers, cells for intermediate results (working

cells), and cells for final results.

Each group of cells is denoted by its own alphanumeric symbol.

Below, we will adopt the convention of using the following alphanumeric

symbols to denote the cells in terms of conditional addresses:

- the ordinal numbers of cells in which the program instructions are
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placed: a + i, a + 2, a + 3, ...;
- the numbersof cells with source data: b + l, b + 2, b + 3, --.;
- the numbersof cells for auxiliary constants: e + l, e + 2,

e+3, ...;
- the numbersof working cells: c + l, c + 2, c + 3, .... ;
- the numbersof cells for recording results of the solution: d + l,

d+2, d+3, ....

The above system of alphanumeric symbols may be arbitrarily expandedas the
need arises. The digital parts of the conditional addresses are written in the
octal syste_of notation.

After the program is assembled in conditional addresses, it will be ar-
ranged in terms of real addresses. To this end, specific numerical values are
assigned to the letters a, b, c, e, and d. After this, all instructions and
source data are written on a special blank from which they are transferred to
punch cards (or punch tape) and thereupon fed to the machine.

Let us consider an example of assembling a program for the solution of a
simple formula dependence.

Example. Let us assemble a program for the computation of y based on the
formula

x 3 --AX 2 + Bx
Y = Cx"- -- 1

The logic diagram of the program will have the form

AIA2AaC,8_,

where

AI = operator for conversion of source data to the bina_r system;

4 = arithmetic operator for computing y;

= binary-to-decimal conversion operator;

= operator for outputting the results to the printer;

Bs : breakpoint operator.

Before the work can be started, the program and the source data must be in-

serted in the machine. This may be done manually from a console, but in prac-

tice automatic insertion based on a special input program is used. The nature

of the program is largely determined by the design of the computer, and the pro-

gram itself is of no special interest to the study of programming principles.

Let us place the source data in the following cells (see Table).

We will set aside the cells wdth the ordinal numbers a + l, a + 2, a + 3,
•.. for accommodating the program. We will use the cells with the ordinal num-

bers c + i, c + 2, c + 3, ... as the working cells. The initial results will be

placed in the cell d + 1.



No. of Cell .[b+l

,Nun_ber stored in cell f x
[

b+2b+3b+4

A B C

b+5

Assembly of the program. The running numbers of program instructions are

separated by a parenthesis from the instruction itself, and the content of the

instruction is recorded opposite each such number:

Program Instruction Explanations

10_2a+l) b+l 5 b+l

a+2) b+l b+3 c+l M

a+3} b+l b+l c+2 M

a+4) b+2 c+2 c+3 M

a+5) b+4 c+2 c+4

a+6) b+l c+2 c+2 M

a+7) c+2 c+3 c+2

a+ 10) c+2 c+ 1 c+l A
a+ll) c+4 b+5 c+2 3

a+12) c+l c+2 d+l D

a+13) d+l 0001 d+l 2---10

a+ 14) d :- I 0001 0000 Exl_

a+ 15) 0000 0000 0000

Convert five source numbers written in-

to cells b + l, b + 2, b + 3, b +

and b + 5 to binary notation and write
them into the same cells

Determine the value of Bx and write

it into cell c + 1

Determine the value of x_ and write

it into cell c ÷ 2

Determine the product of Axs and

write it into cell c + 3

Determine the value of CA2 and

write it into cell c +

Determine the value of xs ; since

the quantity x2 is no longer needed,
s

x replaces it in cell c + 2
Determine the difference xS - Ax2

and place it into cell c + 2

Find the sum of (xs - Ax2) + Bx

Determine the difference CX_ - 1

Use this instruction to find the

sought value of y, and write it into

the reply cell d ÷ 1

Convert the number recorded in

the cell d + 1 (result of the calcu-

lations) to the binary decimal-coded

system and rewrite it into the same
cell

Output the number from the machine

to a printer

Stop the machine

After assembling the conditional-address program, we will next compile the

real-address form of this program.

Let us assume that the program can be placed in the computer memory begin-

ning with the cell No.O020. Then, assuming a = 0017, we obtain specific nu-

merical addresses for each instruction. The program will occupy the cells from
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No.O020 to No.O0_. Further, assuming b = 003_, we place the source data in

the cells beginning with No.0035 and ending with No.O0_l. In the same manner,

we obtain the numbers of the working cells: 00_2, 00_3, OOL)+, 00_5. The result

of the calculations will be placed in cell No.O0_6.

Now the distribution of memory cells with respect to the entire problem

complex can be written in real-address notation.

Operator N_]_f Instruction Hemarks

AI 0020 I0_2 0035 0005 0035

A2

0021
0022
0023
0024
0025
0026
0027
0030
0031

P_

t,'k
P_

,$
A
S

D

0035 0037
0035 0035
0036 0043
0040 0043
0035 00-t3
0043 00-14
0043 0O42
0045 0041
0042 00_

A_ 0032 2 _ 10 0046

g4 0033 _xtn 0c_

K0034 (;046

0035 X

0036 A

0037 B

0040 C

0041 1

0042

0043

0044

0045

0046

00.12
O043
0044
0045
0043
00.t3
0042
0043
004G

I

0001 004G
---i

00_ I 0ooo

0000 0000

Program

Source data

Working cells

Heply cell

Section 65. Bran chin_ Programs

In many cases, the course of the computational process depends on the in-

termediate results of the calculations.

Naturally, in progra_ng, the possible variants of the computational pro-

cess must be determined in advance. A special program section must be set aside
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for each of these variants.

Computational processes involving several different variants of the compu-

tational process are normally termed branching processes, and the programs

which they follow are known as branching programs.

Two instructions are used to branch a program:

preliminary, determining the beginning and direction of the branching;

implementing, determining the transition to the required program
section.

The preliminary instruction serves to perform the operation required to ob-

tain the signal • of the desired value. The value • = 0 pertains to one branch

of the computational process and the value w = l, to the other branch. The im-

plementing instruction is the instruction for conditional transition.

_v,,o_._--__ an e!__entary example, of a branching program. A4 A

Example. Compile a program for the solution of the quadratic equation

ax_+bx+cffiO.

The logic diagram of the program for the solution of the quadratic equation

was examined earlier (cf. Section 61). It has the following operator form:

C,A_A_P4As; A6ATCsB 9.
l t

Let us place the source data in the following cells:

No. of Cell8 .... Ib+llb+2, b-i-3 b+4

Number stored in ceil

We will set aside cells a + l, a + 2, ... for the instructions of the basic

program and place the replies into cells d + l, d + 2, ....

The content of the operator CI is of no interest here, so that we will as-

semble the program, beginning with the operator Az. This operator consists of

a single instruction serving to ensure access to a standard subroutine for the

conversion of source data to binary notation.

Let us assemble a program section consisting of the operators Az (instruc-

tion a + i) and Ae (instructions a + 2 to a + 7).
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Program Instruction Explanation

a+l) b+l 4 b+l I0_2

a + 2) 0000 b + 2 c + l .7
a+3) b+2 b+2 c+2 M

a+4) b+ 1 b+4 c+3

a_5) b+4 c+3 c+4 M

a+6) b+3 c+4 c+4 M

a+?) c+2 c+4 c+4 ,$

Convert the source data to the

binary system

Derive the quantity -b

Derive the quantity b2

Derive the quantity 2 a

Derive the quantity _ a

Derive the quantity _ ac

Derive the quantity D =
=b 2 - ac

Instruction a + 7 is a preliminary instruction which determines the begin-

ning and direction of the branching. If execution of this instruction results

in D _ O, the signal w = O will be triggered, while if it results in D < O, the

signal • = l will be triggered.

The operator P4, which transfers the control to the required branch of /_37

the program, consists of a single instruction for conditional transfer or jump

a+ 10) a+ 11 g+ 1 0000 C5 .

At D _ O, the control will be transferred to the instruction a + ll; at

D < O, it will be transferred to the instruction g + 1.

The instruction a + ll is the initial instruction for the operator A6,

which latter computes the real roots xl and _; the instruction g + 1 lies at

the origin of the operator Ae which determines the imaginary complex-conjugate
roots

A + iB andA _ IB,

b
where A = -- 2--E;

b2
S = ----

2a

Therefore, in the presence of real roots, the computer gives the reply in

the form of the numbers xl and x_, whereas in the presence of imaginary roots

the reply is the numbers A and B. To determine which case took place in the

solution of a specific equation, a conditional mark, indicating which one of the

two branches of the program was followed in the computation, must be fed to a

cell set aside especially for this purpose. Suppose that this mark is repre-

sented by the number 2, fed to the cell d + 3, if the roots are real or by the

number i, if the roots are imaginary. We will reserve the cell d + 1 for the
number xl or A and the cell d + 2 for the number x_ or B.

We then assemble the first branch of the program, used for determining real
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roots.

Operator As :

Program Instruction Explanation

a+ 11) b+4 00(30 d+3 F

a+12) c+4 (DO0 c+4 l/'x

a+13) c+l c+4 c+5 A

a+14) c+5 c+3 d+l D

a+ 15) c+l c+4 c+5 ,5

"+ !_) C+5 C+3 d+2 D

Feed the number 2 - mark for real

roots - to the cell d + 3

Extract the quantity ]i/b'---4ac

Extract the quantity --b+ V b_--4ac

Extract the first root xl

Extract the quantity --b--I� b2--4ac

Extract the second root xe

The operators AT, Ce, and B_ consist of a single instruction each:

a+ 17) d+ 1 3 d+ 1 2--10

a-i-20) d-4-I 0000 0000 _Fiitr,
a+21) 0000 0000 0000 K

Convert to the binary-coded

decimal notation of the numbers placed

in cells d+f a+2. a+3

Output the reply to the printer

Stop the machine

The last three instructions, beginning with a + 17 are common to both

branches. Therefore, at the end of the second branch of the program, transfer

to the instruction a + 17 is required; this may be accomplished by means of an

unconditional instruction.

The second branch of the program (Operator A6 ) will have tile following /h38

form:

Instruction Program Explanation

g+l) b+4 b+4 d+3

g+2) OOOO c+4 c+4

g+3) c+4 w,,,,'¢"v' c+a. V-¥..

g+4) c+l c+3 d+l D

g+5) c+4 c+3 d+2 D

Feed the number h - mark for

imaginary roots - to cell d + 3

Reverse the sign y of the quan-

tit[ D = b_ - &ac. The quantity &ac -
- b_ will be found in the cell c + &

Fxtract the quantity V 4ac --b_

Extract the real part of the

roots A = b
2a

Extract the number B= V
4ac b.i

2a
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Instruction Program Explanation

g+6) a+17 a+17 0000 C3 Unconditional transfer to the

instruction a + 17 which initiates the

end - co.non to both branches - of the

program.

Section 66. Cyclic Programs

Multiply-recurring program sections are often employed in computational

processes. Thus, in the solution of many problems the computation must be per-
formed with the aid of the same formulas in which, each time, new source data

must be substituted.

Such computational processes are normally termed cyclic, and the multiply-

recurring program sections are known as cycles.

If the number of cycles is known beforehand, a developed program in which

all the cycles are incorporated one by one in sequence of their performance,

may be assembled for the cyclic process. If the number of cycles is large,

developed programs become too cumbersome and their assembly is extremely time-

consuming. At times, they prove so large that they cannot be accommodated in

the computer memory.

There exist many problems for which the number of cycles cannot be deter _

mined in advance. These include, for example, problems for which the calcula-

tion is performed by the method of successive approximations to a desired degree

of accuracy. For problems of this kind it is generally impossible to assemble

a developed program.

In practice, when programming cyclic computational processes, so-called

cyclic programs are assembled.

Each cycle of a program of this kind consists, in the most elementary case,

of three operators:

The arithmetic operator, for calculation according to a multiply used

formula;

The operator for substitution of new source data in the formula; normally

this is a carry operator or an address substitution operator;

The logic operator, which controls the cycle; it controls the number of

repetitions of the cycle, ensures the return to the origin of the cycle, and
determines the moment of emergence from the cycle and transfer to further calcu-

lations.

We will examine different types of cycles.

Iteration cycle. Iteration cycles are used in programs assembled for the
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solution or mathemaLical --^_ _ ____w ..... _ +h_ 4t_rative method, i.e., by the method
of multiple repetition of calculations according to the same formula.

The nature of the iterative method lies in that the sought quantity y is

found by means of successive approximations, where the results of the preceding

calculations are used as source data for the succeeding calculations. At first

the initial rough value of this quantity Yo is derived and substituted in a

given formula. Then the next approximate value Yl is determined from this

formula and is substituted in this formula. As a result, the next successive

approximation ym is found, and so on. Each succeeding value Yi+1, compared with

the preceding Yl, is closer to the true value of the sought quantity y. The

calculations are continued to a desired degree of accuracy, i.e., until the

difference between adjacent values Yi+1 and y: becomes negligibly small in ab-
solute value.

In other words, given a certain degree ¢ of accuracy, the calculations are
nontinued until

lYl+l t-- lYt I<'.
(51)

A feature of the iterative method of calculation is the impossibility of

determining in advance the number of cycles required to obtain the result with

the desired accuracy.

The logic diagram of the program for the solution of a problem by the

iterative method has the following possible general form:

_oA 1C2AsP4A5C61__.

where the operators So and AI are the program input operator and the operator

for the conversion of source data to the binary system, respectively; the op-

erators Cm, As, and P4 make up the iteration cycle of the program; As is the

operator 5_r conversion of the data from binary to the binary-coded decimal

system; Cs is the operator for extracting the data from the machine; B7 is the

breakpoint operator.

Consider the contents of the operators that make up the iteration cycle,
since the purpose of the other operators is already known.

Here, Cm is the operator for the substitution of new source data in the/ihO

iterative formula on which the calculations are based. Usually this is the

carry operator for transferring the contents of the cell b + 1 to the working

cell c + 1. The cell b + 1 always stores the next approximation Yi of the

sought quantity y. Before starting the calculations, the quantity Yl is trans-

ferred to the working cell c ÷ l, whence it is taken as the source quantity for
calculations based on the selected iterative formula.

The quantity As is the arithmetic operator for calculations based on the
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iterative formula. The result of the calculation of Yi+1, which is the next

approximation to the sought quantity, is stored in cell b + l, replacing the

preceding value of y.

The quantity P4 is the logic operator which controls the cycle. This oper-
ator serves to verify satisfaction of the condition (51). If this condition is

not satisfied, control is transferred to the operator C_ and the cycle is re-

peated. If the condition is satisfied, control is transferred to the opera-

tor As.

In the logic diagram described below, the arrow indicating the transfer of

control from the operator P4 to the operator C_ is entered below the row which

corresponds to the signal _ = O. If control is transferred in the presence of

w = 1 this arrow is drawn above the row.

1
= -- by the

Example 1. Assemble a program for finding the quantity y x

Iterative method to within ¢.

The reciprocal is usually determined from the following iterative formula,
familiar in the mathematics of calculus

Yt_-I= Yt (2 -- ylx).

1

If the initial value x is presented in the form of x = m 2p , where 2

< m < l, then Yo = 2-P may be taken as the initial approximation. The quantity

Yt is derived from the value of Yo in accordance with the iterative formula,

after which Yz is derived from the value of Yl, and so on.

Programming of the problem must be started by laying out the logic diagram

of the program. Here, we will adopt the following above-described logic dia-

gram of the iteration cycle:

SoA1g2A3P_A_C_BT.

The function of each of the operators entering this diagram has been dis-

cussed above.

The given iterative equation is solved until the inequality

lYi+_--YtI--I,I_0.

is satisfied.

Satisfaction of this condition is verified by the operator P4-

We then store the source data of the problem in the following memory, loca-
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tions :

After this, we assemble the program beginning with the operator A:. /AA1

Operator

A!

C,

A|

P.

As

C6

B,

No. of

Instruc-

tion

a+i

a+2

a+3
a+4

a+5-

a+6

a+7

a+lO

a+li

a+12

a+13

Contents of ]

Instruction 1

O+ 10004 b+l 10_21

b+lO000c+l F

c+ib+2c+2
b+4c+2c+2

c+lc+2b+l

b+Ic+Ic+l

c+l b+3 0000_,

a+2a+II 0000C3

b+l 0001 b+l 2_10

b+ I 0001 0000 Ext_

0000 00000000 K

Explanation

Convert the source data to the

binary system

Transfer the initial value Yl to

the working cell c + 1

Find the quantity Yi x

Find the quantity 2 - ylx

Find the quantity Yl ÷: and place
it in cell b + 1

Find the difference Yi+z - Yl

Determine the sign of the dif-

ference iY_+_ - Yi[ - I¢[ = A

Conditional transfer instruction.

If A > O, so that w = O, transfer the

control to the instruction a + 2 and

repeat the cycle. If A < O, take Yi÷l

as the sought value of y to within ¢
Convert the results to the

binary-coded decimal system
Transfer the results from the

memory to the print-out

Halt the computer

.Loop with address modification. There are some problems whose solution

requires multiple calculations with the same formulas and with the number of

repetitions known beforehand. Thus, Tables of the values of y for different

values of the argument x = x4, xs, xm, •.., x_ must frequently be computed.

In each individual case the dependence of y on x is ak_resscd by a specific

formula, such as

y=x _, y=cosx, y=Vx2--4x,etc.

In the general case, y may be any function of x,
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y = f(x).

To determine the quantity y = f(x) for different values of the argument x,

a cyclic or loop program is required. In such a program, to ensure the inflow

of new source data to the arithmetic operator, it is suggested, before repeating

the cycle, to modify the addresses of the cells that store the source data.

This is done with the aid of a special operator incorporated into the loop,

known as the address modification operator.

The address modification operator is denoted by the symbol F(i), where i

is the ordinal number of the loop, corresponding to the ordinal number of the

argument. The quantity i is the parameter of the loop.

The logic diagram of address modification in loops has the form:

$..+I()P | (the arrow is drawn arbitrarily above the line).A t F "_ ,,+2

In this case A_ is the arithmetic operator of the loop. The superscript i

near the operator symbol indicates that this operator changes with any variation
in the parameter i. Variations in the operator A_ occur as a result of the

address modification of part of its instructions. Operators of this kind are
parameter-dependent. Here, F,+I (i) is the address modification operator, while

R_+2 is the loop control operator.

Example. Assemble a program for computation of the Table of the squares

of a natural number series from 1 to n, using a cycle with address modification.

Let us load the source data into the following locations:

b+l ] b+2] b+3 I .... I b+,,-,I b+n

The logic diagram of the program is

50A,A_Fs(1) PI4A_CoB,.

In this diagram, the operators Io, At, As, C_, _ are the same as in the
preceding example; _ is the arithmetic operator for computation according to

the formula y = x'; F3 (i) is the operator for the address modification of the

instructions of the operators A_ and P_; and P_ is the logic operator control-

ling the loop (in this program, it is dependent on the parameter i).

Assembling the program. Let us denote the modifiable addresses of program
instructions by asterisks:
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Operator A, a + 1) b + I n b + 1 10 _ 2

. A_ a+2) b+l* b+l* b+l_l_l

a+3) a+2 e+l a+2 5A. Fs(i) a+4) a+5 e+2 a+5 JA

b+. ooooc• a+6) a+? a+2 0000 CJ

,, A6 a--l-7) b+[ n b+I 2--,.10

. Cs a+ 10) b+l n 0000 £xtr.

, B, a + II) 0000 0000 0000 K

The operator Fs(i) consists of two instructions: a + 3 and a + £. The

instruction a + 3 is used for the address modification of all three addresses of

the instruction a + 2, by means of the auxiliary number i (I, II, III) loaded

into the cell e + I. The instruction a + £ serves for the address modification

of the instruction a + 5 of the operator P4, by means of the number (e + 2) =

= i (I). The operator P4 controls the loop by co_ar_ng the cont__nt of the cell

from which the operator _ extracts the next initial quantity, with the content

of the cell b + n. So long as the contents of these locations do not coincide,

the operator P_ ensures repetition of the loop. After the loop has been re-

peated n times, the instruction a + 5 assumes the following form:

a+5) b+n b+ n 0000 C .

In accordance with this instruction, the content of the cell b + n is com-

pared with itself. This will cause a signal m -- O to appear, which transfers

control to the operator As. Since the operator Fa (i) is in front of the in-

struction a + 5, it performs address modification until this instruction is

executed. Therefore, the symbol b which, after the first address modification,

will assume the form b + l, is placed in the first address of the instruction

a+5.

Considering that, in cyclic programs with address modification, the in-

structions vary from loop to loop, such programs often are termed variable-

cycle programs.

Loop with address modification and restoration. Problems are possible

for which a variable-cycle program segment must be repeated numerous times.

This happens in cases where a loop with address modification is part of another,

external loop. The solution of the problem then requires restoring the original

form of the instructions that had been modified in the course of performing the

loop with address modification, each time before the entire external loop can

be repeated.

Such return of instructions to their original form is known as instruction

restoration. This may be accomplished in two ways: by means of the address

modification operator or by means of the restoration operator.

The first method consists in eliminating the results of the previous ad-

dress modification and the second method, in feeding the locations of the
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altered instructions with sets of numbers representing these instructions in

their original form.

Assume that the original form of a modified cycle instruction had been

a+k) b* _* c+IM.

form

After n-fold performance of the cycle, the instruction will assume the

a+k) b+n b+n c+IFU

To restore the instruction a + k with the aid of an address modification

operator, it is necessary to prestore in the auxiliary cell e + 1 a set of

digits with n units in the first and second addresses, i.e.,

(e .-{-1) = n (I, II).

Restoration of the instruction is possible by means of a SS (special sub-

traction) operation according to the instruction

a+ke+l a+k_5

In accordance with this instruction, the computer will subtract n units

from the first and second addresses of the set of digits:

(a+k)=b+n b+n c+ lkS,

as a result of which the original form of the instruction will remain in
the cell a + k.

To restore the instruction a + k with the aid of the restoration operator,

an auxiliary set of digits representing the original form of the instruction,

must be prestored in the cell e + l, i.e.,

(e + l)=b b c.-I- l _.

The restoration operator will transfer the content of the cell e ÷ i to

the cell a ÷ k which contains the instruction to be restored. Obeying the in-
struction

e+l 0000 a + k F

the computer will transfer to the cell a + k, in place of the set of digits

b+n b-q-n c+l
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another set of digits

b bc-} I/5,

and thus cause restoration of the instruction.

The restoration operator is conventionally denoted by O(i), where i is the

parameter of the cycle being restored.

Depending on the method of restoration adopted in the program, logic loops

with address modification and restoration are based on either of the following

two schemes :

l) With use of the address modification operator

i
A_ F.+,(i)P.+2F.+3(i), (52)

where F,+s(i) is the operator for address modification with respect to the

parameter i, restoring the operator A*_J to its original form;

2) With use of the restoration operator

{+ }
A_Fn+, (i) P.+mO._ (i),

where O_+s (i) is the operator restoring the arithmetic operator A.* to its

original form.

In both schemes the arrows are entered arbitrarily. The cycle-restoration

operator itself is outside the cycle.

Let us consider an example of assembling a program having a loop with ad-

dress modification and restoration.

Example. Assemble a program for computing the value Table of the function

y = ao xn + atx n-I ..{- a2x "-2 + .....[- aa_lX + aa

for the values of the argument x = xl, _, _, ..., x,.

It is convenient to base the calculations on the so-ca!led Homer dia-

gram, where the value of y is presented as follows:
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y = (... ( ( (aox + aO x + aD x + as) x + ... + an-l) x + an.

I II Ib2

bs

bn_l

bn

As can be seen from this diagram, y may be computed through multiple use
of a formula of one and the same form. We will denote the sum in the first

parentheses by bl. We then find the succeeding sums with the aid of the pre-

ceding sums by means of similar arithmetic operations:

b I = aox -{- al,
b_ = $1x + a2,

bs = $2x -F as,
• -.. • . •

The sought value of y equals b_. The arithmetic operator A for computing y

should work according to the formula

_, = b,__xj + a,, (53)

where x_ is a specific value of the independent variable x.

The quantity yj will be computed in each individual case for a specific

value of the argument x_. Since the arithmetic operator A performs calculations
according to eq.(53), it should be address-modified with respect to the para-

meter i and denoted by the symbol At .

To compute the quantity yj+:, which corresponds to the immediately follow-

ing quantity x_+1 of the argument, the arithmetic operator At must first be

restored. The new initial value xj+1 can be introduced into the operator Ai by
two methods :

By means of the carry operator C_ , address-modified with respect to the

parameter J.

By means of address modification of the operator AI itself with respect
_J

to the parameter j; in this case, the operator will be denoted by A ,

as was done in the logic diagram (52).

Suppose the function y is a polynomial of the fourth degree:

Y : ao x4 + alx 3 + a2x _ + a3x z + as.
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After its tr_usform.._tion by the Morner method, we have

y = ([(aox + aO x + ad x + a,} x + a,.

We will then load the source data into the following cells:

POLYNOMIAL COEFFICIENT

b b+l b+2 I b+3 b+4

00 I ai a2 [ a_ a_

INDEPENDENT VARIABLES

b+5= d+n=b+
=d+ 1 d+2 d+3 . . . d+j " " " +n+4

xt X2 Xa . • • x/ . . . x n

During solution of the problem, the cells d ÷ i, d + 2, d + 3, ... will be

used as reply cells in which the arguments will be replaced by the correspond-

ing values of the function Yl, Y2, ys, ....

Next, we will assemble the program. Let us base the logic diagram of the

first half of the program, including the computational cycle, on eq.(53)

' L

In this diagram, S_ is the program input operator,_ AI is the operator for

conversion of the source data to binary notation, and C$ is the operator for

transfer of the argument xj to the working cell c + 1 and of the quantity ao to

the working cell c + 2.

Since the ftmction y is sought for different arguments x_, the operator C$

is address-modified with respect to the parameter j, fur w}/ch purpose a corre-

sponding address-modification operator should be provided in the second half of

the program. Further, the operator _ is followed by the arithmetic operator

which performs calculations accprding to eq.(55); the operator F4(i), which

address-modifies the operator _ with respect to the parameter i; and the logic

operator Ps which controls the loop. Here, _ is the operator for transferring

_rj from cell c + 2 to cell d + j.
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During determination of y_, the loop described above operates as follows.

First the operator _ computes bx = asx ÷ al, i.e., performs the following

op eration :

bt ----(c q- 2) (c q- 1'1 "Jr (b q- 1).

The result bl is written into the cell c + 2. After this, the operator

F4(i) increases the address b + 1 by a one. The operator P_ repeats the cycle

bo. = (c + 2) (c + I) -t- (b + 23.

The quantity b_ again is loaded into cell c + 2, after which the operator F4(i)
increases the address b + 2 by a one, and so on. The operator Ps ensures four-
fold repetition of the loop, resulting in the quantity

_, = (c + 2)(c + I) + (b + 4) =yj.

We will write the first half of the program in alphanumeric form, beginning

with the operator AI :

Operator A_ a + l) b n + 5 b lO _ 2.

This operator converts the polynomial coefficients ao, al, a_, as, a4 and

the arguments xl, xa, xm, ... to the binary system since these quantities are

arranged in sequence,

+ n + _,

Operator _:

beginning with the cell b and ending with the cell b +

a+2) d+l**_c+l F

a+3) b 0000c+2 f.

The addresses which are modified with respect to the parameter j will be

denoted by a double asterisk.

Operator _ :

a+4) c+2 c+ Ic+2_

a+5) b+|*c+2c+2A.

The address modification with respect to the parameter i will be denoted

by a single asterisk.

_ After the instruction a + 5 is executed, the quantity bl = b_-Ixj + at
remains in the cell c + 2.

Operator F4 (i):
a+6) a+Se+la+5JA.
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......... by m_ or wh5 ah the first address of the in-The auxm_a_ nt_mber ! (!), ......

struction a + 5 is increased by a one, is loaded into the cell e + 1.

Operator Ps :

a+7) e+2 e+3e+2,5

a-t-lO) e+2 O0000000C

a+ 11) a + 12a + 40000C,7.

The cells e + 2 and e + 3 contain the auxiliary numbers (e + 2) = $ and

(e + 3) = 1. With the aid of these numbers, a counter of loop repetitions is

formed. Our loop should be repeated four times. After each completion of the

loop, in accordance with the instruction a + 7, a one is subtracted from the

tetrad written in the cell e + 2. The result of the subtraction is also written

into the cell e + 2. In accordance with the instruction a + lO, the content of

the cell e + 2 becomes zero. If the cell e + 2 contains a nonzero number, the

comparator will generate the signal _ --1 so that the succeeding instruction

a + ll will transfer control to the initial instruction a + $ of the loop.

After the loop has been repeated four times, cell e + 2 will contain a zero, so

that, after the instruction a + lO is executed, the signal _ = 0 will be pro-
duced. In accordance with this signal, control will be transferred to the next

operator, C_.

Operator _ :

a+ 12) c+2 0000 d+ I**F.

The quantity y_ is loaded into a reply cell.

Let us now assemble the rest of the program. The complete logic diagram
of the entire program has the form

_ I

o¢oA_C_AI_F,(i)P_C/607(i)Fs(j)pgA_o CaB_.

In this diagram 07 (i) is the restoration operator. This operator restores

the instruction a + 5 of the operator _, which is address-modified with respect

to the parameter i. The operator Fs(j) address-modifies the carry operators

and _ with respect to the parameter j. Here, P9 is the logic operator which

controls the external loop and ensures a sequential determination of the values

of the function y for all values of the argument x = x_, x2, ..., x_, ..., x.;

Ale is the operator for converting the obtained data to the binary-coded decimal

system of notation; Cxl is the carwj operator for transferring the results onto

punch cards; BI_ is the breakpoint operator.

We then assemble the second half of the program.

Operator 07 (i):

a+ 13) e+4 0000 a+5F.
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The restoration instruction a + 5 is prestored in cell e + L, in its

original form

[e+4)=b+l c-l-2 c+2A.

Operator Fs (j ):

a+14) a+2 e+l a+2 3A

a+ 15) a+ 12 e+5 a+ 125A.

The instruction a + i_ address-modifies the instruction a + 2 by means of

the auxiliary number (e + l) = 1 (I). In accordance with the instruction a +

+15, the third address of the instruction a + 12 is modified, for which the

auxiliary number becomes (e ÷ 5) = 1 (III).

Operator P9 :

a+16) a-F2 e+60000C

a+17) a + 20 a + 2 0000C,7.

•The auxiliary number

d+l+n _c+ IF.

is prestored in the cell e + 6.

This will coincide with the content of the cell a + 2 after the instruc-

tion a + 2 has been n times address-modified with respect to the parameter j.

Any non-coincidence between the numbers (a + 2) and (e + 6) that is detected

during their comparison will generate the signal w = 1 which will cause the

instruction a + 17 to transfer control to the instruction a + 2, and the cycle

will be repeated. After the external cycle has been repeated n times (and all

the values of the sought function, from Yl to Yn, are computed), identical sets

of digits will be present in the cells e + 6 and a + 2, thus generating the

signal _ = 0 and causing transfer of control to the next operator Ale.

Operator Axo :

a+20) d+l rid+ 1 2_10.

Operator C11 :

a+21) d+l n OOOO_tr.

Operator B12 :

a+22) 00000000_0K.

In the above example, the address modification operator F7 (i) may be used

in place of the operator 07 (i). The other operators of the logic diagram of the

program remain unchanged.

To ensure proper work of the operator F7 (i), the auxiliary number 3(I)
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must be loaded into th_ _ _ _-_ _.

Operator F_ (i) :

a+13) a+5 e+4 a+5 S.5'.

After this instruction is executed, the cell a + 5 will contain, in place
of the instruction

the original instruction

b+4 c+2 c+2 A

b+l c+2 c+2,_.

Section 67. Logic Operators for Loop Control

Each loop Luc±uue_....... a logic operator P controlling oerformance, of the loop.

Depending on the nature of the problem being solved, different methods of loop

control may be used, as is evident from the above examples of cyclic program.

In this Section, we will discuss certain methods of loop control used in
practical application.

The following notation will be adopted for their description:

Loop segment

preceding the

Operator P

Operator P

a) . ° o • ° . -, ° . •

• . • ° • • ° • • ° •

• • • • • • • ° , , °

a-t-k) ........

a-t-k+ 1) ......

a+k,+2) ......
• • ° • • , • . • • •

Here, a = instruction for starting the loop repetition,

a + k = instruction transferring control to the operator P,

a + k + 1 = first instructions of the loop-controlling operator P.

Loop control by simple counter. Two variants of a loop counter exist.

The first variant contains two cells, one storing the number n which is

the number of repetitions of the loop, and the other storing the number 1.

Suppose the number n is written into the cell c + 1 _d the ...._ l, _

the cell c + 2. Then the logic operator P has the form:

a+k+l) c+l c+2c+lS

aJrkq-2) c+l 0000 0000 C

a+k+3) a+k-t-4a 0000 CJ.
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For each loop repetition, in accordance with the first instruction of the

operator, a one is subtracted from the number n and the result of this sub-
traction is written into the cell c + 1. According to the second instruction

(a + k + 2), the content of the cell c + 1 is compared with zero. If (c + l) i

O, this comparison results in generating the signal w = 1. According to the
third instruction (a + k + 3), control is transferred to the initial instruc-

tion a of the loop. After the loop has been repeated n times, the cell c + 1

will contain a zero. Then, execution of the instruction a + k + 2 will generate

the signal w = 0 and control will be transferred to the instruction a + k + h,

subsequent to the operator P.

The other variant of the counter contains three cells which store the num-

ber n (the number of loop repetitions), the number zero, and the number one,

respectively.

Let us assume that these numbers are loaded into the following locations

prior to operation of the counter:

c+l c+2 I c+3

n 0 [ 1

Then, the operator P will have the form:

a+k+l) c+2 c+3c+ 25A

a+k+2) c+l c+2 O000C

a+k+3) a+k+4a O000gJ

In accordance with the instruction a + k + l, a one, written into the cell

c + 3, is added to the content of the cell c + 2. The result of this addition
is written into cell c + 2. After this, in accordance with the instruction

a + k + 2, the numbers (c + l) and (c + 2) are compared. If they do not coin-

cide, control is transferred to the initial instruction a of the loop. After

the loop has been carried out the first time, the number 1 will be written in

the cell c + 2; after the second time, the number 2, and so on. If the loop is

repeated n times, the number n will be recorded in the cell c + 2 and, after

comparison, control will be transferred to the next instruction following the

loop, namely, to a + k + £.

Sometimes a modified second variant of the counter is used.

the following numbers are written into the cells of the counter:

In this case,

c+l c+2 c+3

n ([) 0 I (_)
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In this variant, the operator P D_s the fo_m

a+k+l) c+2 c+3c+ 2.5A

a+k+2) c+ 1 c+2 0000 C

a+k+3) a + k + 4 a O000 g J .

This last counter variant is convenient in cases where some address-modifi-

cation constant is used in the programming. Then the cell c + 3 serves both to

store this constant and to form the counter.

Loop control by a counter with variable instruction. This method is used
to control address modification in loops. It has the aavantage of requiring

only one cell, into which the address-modified loop instruction in its final

form is written, before constructing the counter. The loop-control operator

_ompares the address-modified instruction with its final form and, if the com-

pared numbers do not coincide, the operator trs_usfers control to the initial

instruction of the loop whereas, if they coincide, it transfers control to the

next program instruction.

In this method of control,

may have the following general form:

the entire loop, together with the operator P,

a) . ° . , • • • • • • • • • • •

a+O b+l* c+3b+l*M

a+k) .............

a+k+l) a+i e+l 0000 CP a+k+2) a+k+3a 0000C3.

The loop is repeated n times, with the address-modification operator
standing next to the operator P. The address-modifiable instruction a + i of

the loop is written into the cell e + 1 in the form which it will assume after

the loop has been repeated n times, i.e.,

(e+ l)=b+ n c+3b+ nPl.

Loop control with repetition to satisfaction of anineauality. Let us

assume that the solution of a problem must be continued until satisfaction of

the condition

z--,>O,

where z is a quantity determined with an accuracy regularly increasing after

each loop and ¢ is a preset number.

Assume that ¢ is written into the cell b + 1 while the quantity z is loaded

into the cell c + 1 after each execution of a loop.
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Loop-control operator P:

a+k+ I) c+ 1 b+ 1 0000,5"

a ..t- k q- 2) a q- k q- 3 a 0000 C.7.

In accordance with the instruction a + k + i, the difference & = z - ¢ is
determined. If A < O, control is transferred to the initial instruction a of

the loop since, in that case, the signal w = 1. As soon as the difference &

0 is obtained, the signal w = 0 is generated and control is transferred to the

next instruction a + k + 3 of the program.

In some cases, e.g., when solving problems by the iterative method, the
computation must be continued until the condition

Izj<_,

is satisfied, always specifying ¢ > O. This condition is satisfied when the

in equality

Izl-I,l<O

is satisfied.

Then the loop-control operator will contain the instructions:

a+k+l) c+l b+l 0000 6"_

a+k+2) a a+k+3 0000 CJ

Loop control by self-erasin_ unconditional instructions. The loop-control

operator P should contain as many self-erasing unconditional instructions as /_52
the number of required loop repetitions. For exan_le, take a loop of the form:

a) oo.o.o,...°,o,,

a+k) .............

a+k+ l) aa a+k+ l CJ_erator P
a+k+2) aaa+k+2CJ.

After first execution of the loop, the instruction a + k + 1 will cause

a repetition of the loop while at the same time writing a zero into the cell

a + k + l, i.e., will erase itself. Upon the second repetition of the loop the

instruction a + k will be followed by execution of the instruction a + k + 2,since the cell a + k + 1 will be filled with zeros. The instruction a k 2

will again transfer control to the initial instruction @ of the cycle whi_e

simultaneously loading the cell a + k + 2 with zeros. Thus, the loop will be
repeated for a third time, followed again by the next instruction a + k + 3 of
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the program.

This method of control is cumbersome if the number of loop repetitions is
large, since the operator P must then contain a considerable number of instruc-
tions.

Loop control with two repetitions. Some loops must be repeated only twice.

Any of the above-discussed logic operators may be used for the control of loops

of this kind. However simpler methods of control are in existence, which will
be given below.

Loop control _y a "flipping,, one. The number +l is written into the cell

c ÷ 1 and the number -1, into the cell c ÷ 2. The logic operator P, controlling
the loop, has the following form:

a) • o , • • , • • • • • • • • •

a+k) .............

a+k+l) c+l c+2 c+l tq
Operator P a+k+2) c+1 c+2 0000 C

a+k+3) a a+k+40000 C3.

After first execution of the loop, control is transferred to the instruc-

tion a + k + 1 of the loop-control operator P. In accordance with this in-

struction, the numbers stored in the cells c + l, c + 2 are multiplied out and
the result of the multiplication (+l) (-1) = -1 is written into the cell c + 1.

After this, according to the instruction a + k + 2, the numbers (c + l) = -1

and (c + 2) = -1 are compared. Since they are identical, the signal w = 0 is

generated and the next instruction a + k + 3 transfers control to the initial

instruction _ of the loop. After the loop has been repeated, following execu-
tion of the instruction a + k + l, the number (-1) (-1) = +lwill be written

into the cell c + 1. Then, in executing the instruction a + k + 2, the numbers

+l and -1 are compared as a result of which the signal w = 1 is generated; ac-

cording to the instruction a + k + 3, control is then transferred to the next

instruction a + k + _ of the program. /ASB

Loop control by a "flickering" number. A nonzero number k will be pre-

stored in the cell c + l, while a zero is written into the cell c + 2. The

logic operator P in this case will contain only two instructions:

a+k+l) c+l c+2c+2C

a+k+2) a+k+3a 0000 C3.

During the first execution of the loop, on the instruction a + k + 1 the

number _ is compared with zero and the result of the comparison, equal to _ it-
self, is written into the cell c + 2. Since k f O, the comparison generates

the signal w = 1 which causes the next instruction a + k + 2 to transfer control

to the initial instruction a of the loop. On repetition of the loop, the in-

struction a + k + 1 causes the n_mber k, stored in the cell c + l, to be com-
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pared with the same number _ written into the cell c + 2. The result of the

comparison - the number zero - will be loaded into the cell c + 2. At the same

time, the signal w = 0 will be generated and the instruction a + k + 2 will

transfer control to the next instruction a + k + 3 of the program.

Both above control methods have the advantage of restoring the original

form of the operator P following completion of the loop. Therefore, it is high-

ly convenient to use these methods in the solution of problems requiring fre-

quent use of a loop with two repetitions. This can be demonstrated on the

following example.

Example. Let us assemble a program to determine the value Table of the

function y = sin (sin x) for the values of the argument x = xl, x_, ..., _,

ee., X m •

The source data are allocated as follows:

l

b+l b+2 . . . b+j [ . . .
b+n

xl x2 . . . x] . • • Xn

The same locations are used for writing the results.

The logic diagram of the program reads

Here,

SoArC_A3P,C_Fc(J)PTA8C_B,o.

So = program input operator;

= operator for conversion of source data to the binary system;= carry operator for feeding the new values of the arguments xj to the

arithmetic operator As determining the quantity y_ ;

= loop-control operator;= operator transferring the quantity yj to the reply cell;

F6 (j) = operator for address modification of the operators C_ and _ with

respect to the parameter j;

P7 = logic operator for=finding the function y for all values of the

argument x;

A8 = operator for converting the results to the binary-coded decimal

system;

Cg = operator for transferring the results onto punch cards;

B_o = breakpoint operator.

The operator P4 uses a "flickering" number, for which purpose the number

is written into the cell c + 1 and the number zero, into the cell c + 2.

Let us assemble the program for the segment from _ to P7 :



Operator -U_ o+i) b+l* _w^_ c,_ F

. A, a+2) c+3 0000 c+3 sinx

a+3) c+l c+2 c+2 C,. P4 a+4) a+5 a+2 0000 C3'

. C_ a+5 c+3 0000 b+l* F

a+6) a+l e+l a+l 5A,, Fe(]) a+7) a+5 e+2 a+5 SA

a+lO) a+l e+3 0000 C. P7 a+ll) a+12a+l 0000 C3.

The following sets of digits are loaded into the cells e ÷ i, e + 2,

e + 3 •

(e+ 1)=1(I),

(e + 2) = 1 (llI),

(e + 3) = b + n 0000 c + 3 F.

Section 68. Features of Programming Based on the Use of

Functional Tables

Calculations often involve dealing with various functions that must be de-

termined in the process of problem solution. If these functions are analyti-

cally assigned, they are determined according to special subprograms or sub-

routines incorporated in the main program. At the required instant, the com-

puter Jumps to a subroutine of this kind and, after the function in question

has been calculated, resumes executing the main program.

As pointed out previously, standard subroutines for the most frequently

encountered functions (sin x, cos x, _, log x, etc.) are assembled in advance

for many digital computers and used on special instructions.

There exist, however, many functions which either cannot be expressed

analytically or have no known analytic expression. Functions of this kind are

assigned in the form of plots or Tables. Since a plotted function can always

be used to compile a Table of its values, all functions of this kind can be

considered tabular.

Programming based on table look-up has certain special features which will

be the subject of this Section.

Prior to the calculations, a table of values of a function is loaded into

the co__p._ter memory. If the Table is small, it is written into the immediate-

access memory (internal memory unit), if it is __.... 6_, _4+v....__corded on mag-

netic tape.

When a table of values of a function is stored in the computer memory, /&55

the main program is supplemented by a subroutine for selecting the required

value of the function, taking into account interpolation between the tabulated

values. If the functional Table is recorded on magnetic tape then, in addition
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to these operations, provision is made for preselection of the required mag-

netic-tape zone and for copying the part of the Table in question, which re-

quires additional time. Therefore recording a Table on magnetic tape is ex-

pedient in cases where access to the Table is rarely needed during solution of
the problem.

If the functional Table cannot be completely accommodated in a given memory,

it is stored in "rolled up" form in the memory, i.e., is contracted. Such con-

volution of Tables is a frequent measure since it will permit considerable

savings in memory bulk.

The computation of the required value of a tabular function according to a
"convolute', Table is a fairly complex problem which is easier to solve when the

current values of the arguments are in agreement with the tabular values. How-

ever, this is a rare occurrence. Usually, the value of the argument does not

coincide with the tabular value so that interpolation must be used, i.e., the
function in the interval between two of its tabular values must be calculated.

In the general case, the function f(x) over a given interval is replaced

by a polynomial of the nth degree:

ao+alx+a2xZ+...+a.x"=P.(x).

The degree and coefficients of the polynomial Pn (x) are so selected that,

within the interpolation interval, the sought value of the function f(x) would

approximately equal the value of Pn (x) with a permissible error of e. In other
words, the condition

must be satisfied. The polynomial Pn (x), satisfying this condition, is known

as an approxhmate polynomial.

In the ioterpolation intervals the entire tabulated function is represented

by means of polynomial approximation. The selection of polynomials of this

type is a fairly complex and laborious problem, usually handled by expert math-

ematician programmers.

Along with the tabular values of the function, the coefficients of approxi-
mate polynomials are stored in the computer memory. The subroutine for com-

puting the tabular function f(x) permits finding the interval over which this

function is assigned and computing the polynomial Pn (x) according to its coef-
ficients stored in the memory.

In the most elementary case, the approximate polynomial P, (x) is a poly-

nomial of the first degree, which corresponds to a linear interpolation. As a

specific example, we will discuss the procedure for assembling the subroutine /A56
for computation of a tabular function. For better illustration, we will simpli-

fy the subroutine by using the method of linear interpolation. Usually, sub-



routines of this kind are more intricate because of the presence of an operator

for computing the approximate polynomial.

Example. Given: i) Table of values of the function y compiled with a con-

stant step h of the argument x;

2) Initial value of the argument: xo.

Let us assemble the program for finding the function y according to the

current value of the argument x, using the linear interpolation method.

When computing y according to the value of the argument x, the computer

operates as follows: First, the tabular values xi and xi+1, between which the

argument x is located, are derived. For this purpose, the difference between

the value of x and the tabular values xl of the argument, beginning with the

initial value, is successively determined. If the difference x - x: is posi-

tive, the next tabular value xi+1 = xl ÷ h is found and the difference is again
......--_ T_ +_o _ r_p_nce x- _ is negative, this means that the currentQl_ _ _.[ "Jll-_ 1_._. ._. _.. ......

value of the argument x is located between the tabular values xl and xi+l.
These tabular values correspond to the values Yi and Yi+1 of the function.

After this, the sought value of y is found by linear interpolation according to
the formula

y ----y, ÷ (X-- X1)Yi+l_Yl.
(

The source data for the problem, including the specified value of the

argument, will be allocated as follows:

II LIII ] LCell • • Yn Xo h X
content Yo Yl Y2 " " " Y! ' I

We then load the cells e + 1 and e + 2 with the auxiliary numbers

(e + I) = l 0),

(e+2)=l(l; II)

These numbers will be used for address modification. The working cells

are denoted by c + l, c + 2, c + 3, ... and the reply cell, by d + 1.

Assume that the source data are prestored in the computer.

diagram of the program will be

PIR2; FaA.P6Fc;ATAagoRlo.
I I t

Then, the logic

_5



In this
PI =

R_

=
A4 =
Ps =

BXo =

Program:

diagram:
operator for comparing the specified value of the argument with

the tabular values xl ;

operator for transferring y to the reply cell;
operator for modifying the address of the operator R_ ;

operator for determining the next tabular value xi+1 = x4 + h;

operator for determining the position of the assigned argument x

among the tabular values xl ;
operator for modifying the address of the operator A7 ; /L57

interpolation operator, performing calculations in accordance with

eq.(5h);

operator for converting the results to the binary-coded decimal

system;

operator for transferring the results to print-out;

operator for halting the machine.

a

P'{ a

a+3)R_ a + 4)

Fa a + 5)
A, a + 6)

a+7)Pm a + 1O)

a + 11)
F6 a + 12)

a + 13)

a + 14)

a+ 15)
a + 16)

A7 a + 17)

a + 20)

a + 21)

As a + 22)
Co a + 23)
[11o a + 24)

+ 1) b+n+l b+_+3+2) a+S a+

b• 0000
a + 22 a + 22

a+3 e+l
b+n+lb+n
b+n+Sb+n

a+ll a+
a+14 e+

a+21 e+l

a+l a+l

b+ 1_ b_

b+n+l b+n+2
b+n+S c+2

c+l c+2

c+l b+n+2

0000
0000

d+l
0000

a+3
+2b+n+l
+1 0000
14 0000
2 a+14

a+21

0000

c+l

c+2
c+2

C_ -- Compare x withtabular x.
I

F __ Transfer y to reply
C3 cell if x -- xi

5A -- Modify address of R2
A -- Obtain x.,, = x. * h
S -- Test for sagn o_ the

CJ difference x - x i
,SA Modify address of the

instruction a * 14

$A -- Modify address of the
instruction a * 21

C,.7 -- Return to beginning
of program

S -- Obtain the difference

Yi*l " Yi
-- Compute x i * Xi*l " h
-- Compute difference

b* c+ 1

d+l 0001
d+ 1 0001
0000 0000

x - xi
C q- I _ -- Compute the quantity

(x'xi)(Yi,l'y i)
c + I D -- _ompute the quantity

(x -- xt) Lv_+t --Ytl
h

d + l A --Compute the quantity y
d + 1 2_ 10
0o00 Extr.
0000 K -- Halt the machine

Section 69. Checking Proper Execution of the Computational Process

The process of problem-solving by a digital computer consists of the fol-

lowing stages :

Assembling a working program.
Loading numerical source data into the machine.

Performing calculations in accordance with the prescribed program.
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During all these stages, continuuu_ monitoring of their proper execution

is required, since the most insignificant error produced during one of these

stages would lead to incorrect results. Thus, the distortion of a single digit

in the address of an instruction or in the code of an operation alone will suf-

fice to distort the result of the entire computation.

We will examine the methods of checking various stages of the computational

process.

Checkin_ the proper execution of the program starts with verifying the /A58

writing of the program on blank forms. This check is handled either by the

programmer himself or by someone else.

Then, the program is transferred onto punch cards (or punch tape). To

provide for the possibility of a program check, the program is usually dupli-

cated on two sets of punch cards independently by two persons who then compare

the correspo_ding cards in both sets by means of a special device known as a
verifier. Both sets of cards to be checked are inserted in the ve_Ifler where

a special card gripper extracts identical cards from the sets which are then

sensed by special contacts that close across the punches in the cards. If the

cards prove to be nonidentical, they are removed from the verifier and replaced.

This method of recording a program on punch cards is usually known as double-
punch check.

In another method known as single-punch check, only one set of cards is

punched. Then the stack of cards with the recorded program is inserted in an

octal printer which reprints the program on paper tape. After this, the re-

print of the program is compared with the program recorded on the blanks. Pro-

grams recorded on punch tape are verified in a similar manner.

Even if it is correctly recorded on the blanks and correctly transferred

onto punch cards, a program may contain errors which were not originally de-

tected during its assembly. In order to detect and correct these errors, so-
called program adjustment is used in which the program is loaded into the com-

puter memory while observing all necessary precautions for correct loading (see

below). The computer then starts computing in accordance with this program and

the obtained results are periodically verified in the course of these computa-
tions.

The correctness of a program can be verified by several methods.

One of these is to compare the results obtained by the computer with con-

trol data calculated in advance by mathematicians, relative to various computa-

tional stages. Dete_-;nation of the control data is not a particularly labori-

ous process, since the calculations are based on simplified source data taken

equal to ones and zeros. At times, such data are given by experimental results

in which case preliminary computations of this type are unnecessary.

Another method of adjustment is to verify the correctness of the program

while the computer operates in the checkpoint regime. In this case, while

writing the program on the blanks, check marks equal to unity are placed in the

_7



instructions whose execution must be followed by halting the machine. After the
machine is halted in accordance with the check mark, it transfers to the console
the executed instruction, the number of the cell containing the next instruc-

tion, and the contents of the three cells indicated in the addresses of the /A59

executed instruction. The checkpoints are so selected as to permit verifying

the validity of the program logic (execution of necessary comparisons, transfer
of control on conditional and unconditional instructions, etc.). At the same

time during the halt, the results obtained by the computer can be compared with
the control data obtained by the above methods.

The above-described methods of program adjustment are fundamental and are

used frequently. There also exist other methods of program adjustment, but be-

cause of their great complexity they will not be considered here.

Verifyin_ the proper loading of numerical source data into the machine.

The reliability of loading the source data and program is verified through a

summation check of all numbers fed into the machine, by means of a special ad-
dition operation. In this case, all numbers and instructions fed to the machine

are summed in succession. The resultant sums are known as check sums.

The numerical source data can be loaded into the computer by two methods:
from two sets of punch cards (or punch tapes) or from a single set.

In the first method, the program is loaded successively from two identical
sets of punch cards. First, the program is inserted from one set after which

the first summation check is made. The first check sum is written into a spec-

ial cell. This is followed by loading the program from the second set, which

is written in place of the previously inserted program, and followed by a second

summation check. After this, the two check sums are compared. If they agree,

it is assumed that the program loaded from the second set is correct, and the

machine starts execution of that program. If the check sums do not agree, the
computer halts.

Loading a program from two sets of punch cards requires a great deal of
time if the program is fairly large. Therefore, it is inconvenient to use this

method when adjusting a program which must be repeatedly loaded into the com-
puter.

In the second method of program loading, in which only one set of cards is
used, proper loading is verified by comparing the two check sums obtained on

double loading of one and the same program.

Checking the reliability of computations. The program itself makes a pro-

vision for verifying the proper operation of the computer in the process of

problem-solving. The basic premise here is that the computer functions proper-

ly at the instant of startup and the program is adjusted.

Correct functioning of the computer is constantly checked by preventive

maintenance during operation. In addition, special program checks known also

as routine checks or test programs are run on the computer in order to further

verify correct functioning. These tests are so laid out as to verify the /i60



proper functioning of each computer element.

Function checks of the computer by means of program tests are run prior to

the computations or prior to adjustment of the program.

During problem-solving by the computer, the accuracy of the computations

is usually verified by the method of double precision or double-triple arithme-

tic, or by the method of check relations.

Double-counting method. The machine solves the problem twice, comparing
both results each time. If the quantity of the results is large, a summation

check is performed after each solution, after which both check sums are com-

pared. If the sums are in agreement, the solution is acknowledged to be cor-
rect. In the case of a large program, it is broken down into several parts,

with each part executed twice. The results obtained after each counting are

added up and the two check sums are compared. If the sums match, the machine

proceeds to the next part of the program; if they do not, the machine halts.

Double-triple countin_ method. The part of program to be verified is

calculated twice, with check sums being determined each time. Then these sums

are compared. If they agree, the machine proceeds to the next part of the pro-

gram. If the check sums do not agree, the calculations are repeated and a third
check sum is determined. This sum is again compared with the preceding two

check sums. If the third check sum agrees with one of the two preceding check

sums, the result of the third counting is acknowledged to be correct and the

machine proceeds to the execution of the next part of the program.

During computation, the integrity of the program must be checked, since

any numerical data of the problem as well as the instructions themselves may
become distorted while the computer is in operation.

If verification is performed by the method of double counting, distortion

of the program during a miscalculation will lead to unnecessary halting of the

machine and unproductive expenditure of time spent in locating the malfunction.
In the method of double-triple counting, if a distortion occurs after the first

counting, it may happen that the results of the second and third countings, al-

though both incorrect, may coincide and thus be deemed correct.

Whatever program checkout is used, a check on program integrity is always

mandatory. Usually this is done through a summation check of the program at

prescribed stages of the computation, followed by comparison of the obtained

check sum with the previously determined sum.

There exists another _Lethod of preserv_'_ngprogram integrity, known as

memory restoration. Prior to the computations, the program is written not

only into the computer memory but also on magnetic tape. The program is so

assembled that, after performance of certain computational stages, the check
sum of the entire contents of the memory is determined. After this, the copy

of the program on the magnetic tape is transferred to the computer memory and

the counting is repeated, with another check sum of the entire contents of the

memory. Then, the two check sums are compared. If they match, the computer



proceeds to the next stage of computation; if they do not, the computer halts.

Method of check relations. During solution of some types of problems it is

possible to predetermine certain relations between the variables, relations

that are not used in the counting process. Then, the accuracy of the computa-

tions can be verified by periodically checking whether these relations are sat-

isfied. For example, during computation of a Table of sines and cosines, the

correctness of the computational process can be checked by verifying whether
the relation

sin2x + cos_x= 1.

is satisfied.

If the condition is satisfied, the computer results are correct.

This checkout method is more reliable than the one described earlier,

since it simultaneously checks reliability of operation of the computer, in-

tegrlty of the program, and accuracy of the computations. A program providing

for verification of the computational process by the method of check relations

is assembled for the solution of each individual problem.
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